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Abstract: Cognitive radio networks (CRNs) have emerged as MIAC layers [5]. This is done in a cooperative [6f 0

paradigm addressing the problem of limited spectavailability

and the spectrum underutilization in wireless nekso by

opportunistically exploiting portions of the unussegdectrum by
licensed primary users (PUs). Routing in CRNs is allehging

problem due to the PU activities and mobility tha¢ beyond the
control of CRNs. On the other hand, energy awareinmgus very

important in energy-constraint CRNs. In order to giesh robust
routing scheme for mobile cognitive radio ad hoctwoeks

(CRANS), the constraints on residual energy of each usEr,

reliability, and the protection of PUs must addiadly be taken into
account. Moreover, multipath routing has great mpidaé for

improving the end-to-end performance of ad hoc opdta

Considering all these facts, in this paper, we psepan energy
aware on-demand multipath routing (EOMR) protocal ficobile

CRANSs to ensure the robustness and to improve thauighput.

The proposed routing scheme involves energy efficraultipath

route selection and spectrum allocation jointly.eThimulation
results show that our approach improves the ovpeafbrmance of
the network.

individual manner [7]. Some recent studies show the
next major research concentration in CRN lies fectively
utilizing the unused spectrum of PUs in the tinmegéiency,
and space domains to improve transmissions amorg)[&U
Nowadays, there are a number of works that propmsting
protocols for CRNs [9], [10], [11].

In CRANs, CUs search for vacant spectrum through
spectrum sensing to utilize the licensed spectrum
opportunistically. CUs must adapt it spectrum oeaqy due

to the dynamic nature of PUs’ activities, to mirgmithe
interference with the PUs. Hence we may consigegandhic
use of spectrum bands, among which the CUs switgh [
Routing is a very important issue when we apply @R
technology to the mobile CRANs. In CRANS, the speatt
opportunity is time-varying and location-dependbatause

of the PU activity and the network topology change.
Therefore, spectrum awareness is a necessity ite rou

Keywords: Spectrum, energy aware, multipath routing, cogeitiv discovery process [13].

radio, ad hoc networks, cognitive user, primary use

By using multiple channels, the throughput of multihop

. networks can be improved significantly since the
1. Introduction interference can be reduced and the network load bea

With the widespread use of mobile devices, wireledddlanced on different channels. In this case, wedne
networks have become indispensable to the modesietgo multichannel routing protocol in conjunction witlffieient
[1]. Due to the rapid growing of wireless commutica SPectrum assignment mechanism for each link [14]. |
technologies, the radio spectrum has become onthef multihop CRAN, CUs are distributed at different dtions
scarcest natural resources [2]. Cognitive radio )(CRNay experience different spectrum opportunities,icivh
technology has been proposed as a feasible solution makes it extremely challenging for CUs to coordenaith
counteract both spectrum inefficiency and spectsgarcity ©ach other and to exploit the benefits of multicten
problems. The CR technology utilizes the concepwbite  Systems. Some preliminary works on spectrum-awareny
space, where a CR user (CU) also called secondary(8U) have been proposed for joint channel assignmentrauie

is uses the temporarily unused spectrum band kckbs a establishment in [15], [16]. However, these routing
primary user (PU) [3]. Cognitive radio networks (€8 algorithms are not suitable for dynamic spectrumditions
have been receiving significant research attentmrently ©Of mobile CRANs but more appropriate for static ctpem
due to numerous advantages of CR. The CR paradigm @ccess system, e.g., a CRN utilizing the TV whigads
also be applied to ad hoc environment to const@Rtad [16]. In mobile CRANS, spectrum access opportusiteé
hoc networks (CRANSs) where, a number of mobile cugobile CUs may change over hops from time to tiwisich
exploit the white spaces for establishing multinognake it very difficult and costly to maintain roug
communications to improve the system capacity ari@formation [17], [18].

performance [4]. Ad hoc networks consisting of portable devicesl€ast in
Due to the dynamicity of spectrum availability irRNs, Part), energy management is of prime importanceb&e of
design of protocols and schemes at different layefrs the limited energy availability in the portable dms. A key
CRANs have been challenging. The dynamic use of tigdallenge in such networks is prolonging the lifegiof the
spectrum bands may create adverse effects on retwdetworks by reducing energy consumption [19]. Tdeis be
performance if the protocol is not designed comidethe supported by energy-efficient routing [20]. It alabeviates
characteristics of CRNs. Thus, new protocols shdud the network partitioning problem caused by the eyer
designed appropriately to suit the CRN environmengxhaustion of the relay nodes.

Existing research efforts of CRNs mainly focus dfeetive ~Our goal in this work is to provide robust highatghput
spectrum sensing and sharing schemes in the physica routing which involves not only multipath route esgtion but
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also spectrum assignment in energy constraint CRANNg
proposed protocol can select energy efficient math
routing for a connection request to satisfy religbin end-
to-end communications.

2. Related Work

A joint routing and time-slot assignment algorithfor
multihop CRNs with PU protection is proposed in][2h
multihop CRNs, SUs carefully select paths and talats to
reduce the interference to PUs. A weakness of gpgroach
is that the entire network routing work is borneaygenter.
When routing demand increases in the network, tireldn
of the center will increase rapidly which in turillAncrease
the routing delay. A path combination based routogeme
for CRNs is proposed in [22] where communicatindgra
share the links for all nodes. Spectrum resourcesl@ided
into conflict units and carefully allocated to ImkThe
concept of price and spectrum blocks is used tgguthe
shared links. However, they did not consider theleno
mobility and the energy efficiency in their scheme.

A reliable routing mechanism based on ad hoc onagem
distance vector (AODV) routing is proposed in [23Jorder
to maintain the connection between CUs and resumag t
communication as soon as possible when the curoeit is
invalid. Meanwhile, how to choose candidate rontajntain
or rebuild route are also presented in this routhgodified
AODV routing protocol for multihop CRANs that can
efficiently utilizes the spectrum in an intelligemtanner is
proposed in [24]. The proposed routing method $eldte
best path to transmit the packets considering the d&ttivity
and switches to new route if there is any interfeecof PUs
present. In this method, the routing table perialiijcupdates
its information and can be used to find the optimalte.
Delay and energy based spectrum aware routing gobto

assignment strategy. A multichannel assignmentrigcle
for multipath routing using routes closeness (MRRE€)the
routing metric is proposed in [28]. It relies orethodes of
the different paths to early detect the existent®Wds and
notify nodes on other routes to avoid using thesPtbiannel
that is going to be interrupted. In case the fiels PUs
occupying all channels, channels assigned to nbdssd on
how far the nodes are from the PU.

Multipath routing strategy in CRANSs is normally ciaered

in a centralized manner [29]. On the other hardisaibuted
best-route (DBR) selection for multipath routing @RANs

is proposed in [30], which allows secondary userseilect
routes in light of the dynamic occupancy of a |met
spectrum. The concept of “route robustness” forhpat
selection in multihop CRNs is introduced in [31] taking
into account the channel heterogeneity and the reHan
dynamics of CRNs. They propose a joint route selecnd
spectrum allocation algorithm for multihop CRNs by
considering the multipath scenario for each floworbbver,

a multipath-based and geographical routing scheore f
CRNs is proposed in [32] in order to improve padedtvery
rate and end-to-end delay. A graph model is appt@d
compute routing metric using link connectivity. Thauting
scheme selects routes in consideration of the nuofdgops

to the destination, physical location of PUs, ifgegnce
caused by the other SUs, as well as the channéthsng
delay caused by channel switches along the seleoigd.
However, the energy efficiency is not taken intcamt in
these proposals while designing their protocols.

Most of the aforementioned approaches can handietrsn
opportunity, energy awareness or multipath routing
separately. To cope up with all these problems
simultaneously, in this paper, we exploit the b&nef
multipath routing and spectrum allocation in CRAf¥em

(DESAR) in CRANSs is proposed in [25], which conside the aspect of throughput, energy efficiency, and-terend

both delay and energy for the computation of edfitipat
between source and destination. An energy-efficieating

p delay. The proposed on-demand routing scheme dandea

the energy consumptions, eliminates contention &etw

(EER) protocol for CRANSs is proposed in [26], whichnodes, decomposes contending traffics over differen

enabling for efficient data flow coordination andeegy
conservation among networking nodes with heteromese
radio spectrum availability. The scheme is ableftectively
determine efficient routing paths in a distributegtworking
architecture where networking nodes operate ovevitson
white spaces. However, in these proposals authidrsat
considered multipath scheme in selecting the rgytisth.

A joint routing and timeslot-based channel selecicheme
is proposed in [13], which assigns traffic over d@stots of
different channels along a route in order to mazami
network throughput. A spectrum and energy-awardirrgu
(SER) protocol for CRANs is proposed in [20], which
based on the dynamic source routing (DSR). To &skab
routes on-demand with reserved bandwidth, the pobdto
involves route selection and channel-timesiot allimn
jointly. Although they consider multipath in rouselection,
however, they show the performance only for singgh
routing.

A novel queuing theory based optimal traffic assignt
algorithm for multipath routing in CRANS is propaisén
[27] to minimize the overall end-to-end delay. Tgreposed
algorithm dynamically assigns the traffic load omltiple
routing paths considering the spectrum availabilétgd
service rate of each hop. The algorithm is perfatimeusing
a gradient-based search method to find the optinadfic

channels, and paths based on actual traffic demasda
result, the proposed scheme leads to significameases in
network throughput, energy efficiency, and decreage
end-to-end delay.

3. System Modél

We consider an energy-constrained CRAN comprisell of
CUs. Suppose that the CRAN contains one commorralont
channel (CCC) and L orthogonal frequency data chlsnn
(indexed by 1, 2, ...l.). The CCC with central frequendy
usually belongs to the CR service provider [33}4][3vhich
is basically used to exchange control packets. @at@
channels with central frequencieg,{..., f.} are licensed to
PUs and exploited opportunistically by CUs. A surmynaf
various symbols and variables used in this papshasvn in
Table 1.
A channel-slot pair is defined as the “communiaatio
segment.” The communication segment (we can sayneeq
later on for simplicity) for timeslot (t = 0, 1, ...,T-1) on
channell is denoted by the paid, (t). A communication
segment can be in one of the following three states
(see Figure 1).

* Occupied: the segment is being used by other

transmissions (PUs or other CUSs).
* Free: the segment is unassigned and idle.
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» Scheduled: the segment is selected by the sourdgede. If we assume a fixed data rate, the bandwidth
destination pair for packet transmission in a patér requirement for the route request, denotedVWycan be
link. This state might become the occupied stateraf Measured in the number of communication segments pe

confirmation process. frame. LetP denote the set of all candidate paths for the
_ _ route, among which the route(s) should be selected.
Table 1. Summary f various symbols and variab candidate patip (p O P) can be represented by an ordered
Symbols | Meanings list of nodes forming the path. That is, the liahde denoted
ER Residual battery energy of node by [ng, nf,..., nﬁ(p)_ly nﬁ(p)], where h(p) is the hops for
MEes | Minimum residual nodal energy pathp and the nodes} andnz(p) correspond to source and
En | Threshold energy destination, respectively. Léf, denote the set of nodes on

f Channel frequency
L Number of channels
M Number of PUs

N Number of CUs
T

w

path p, excluding source and destination. Note |thiglt=
h(p) — 1, where Z| means the number of elements in the set
Z. To prevent looping and excessive delay, the rmmtof

a path should be limited. That lgp) < TTL for all p, where
TTL is the limit on the number of hops (time tod)jv

Let L,be the set of available communication segments,

Number of timeslots

Bandwidth requirement for the route request

P Set of all candidate paths for the route observed by noden. Then, the set of available
h(p) | Hops for the patip communication segments on the link between nodend
Np Set of nodes on path nodem can be represented by, N L,, . In order to assign
Ln Set of available communication segments of node the communication segments on a link to a pathnthaber
o The path loss coefficient of available segments should be larger than thelJsigith
Prnax Maximum transmit power requirement of the route request. Thatllﬁzia n Lnler1 |>W

SINR, Threshold for signal to interference plus noiserat

[O<i<h(p) -1, pOP]. Itis noted that the availability of
communication segments is affected by many factors
We assume that PUs randomly choose channels frem ihcluding the PU activity, the activity and transsion
channel pool for their data transmissions and usdgsach power of other CUs, the system load, and the vsmsele
channel is modeled as an independent and idempticathannel condition.

distributed renewal process with ON (or active) @feF (or Let EL, be the residual battery energy of nadé threshold

idle) states. In ON state, PU is active (presemt) ¢he FE, is used to improve the survivability of nodesham

channel cannot be used by CUs. On the other han@FF  gn < £ noden does not participate in any candidate path

S':]ate' 'IDU 'ti intactive_ (abser;]t) a?dl (iU? canemtililze for other source-destination pair. Let us define thinimal
channels without causing any harmful interferecBWs. nodal residual enerav on asmE.... .= mi En
The number and the locations of the PUs are coreide i oy paph m resp:= Minen, res’

In selecting route amon candidates, we can consider

unknown to the CUs. A link can be made between Gus; - i

if there exists one or more common channel availabboth Many factors. For energy-efficient routing, the mos

users. In this network model, each CU is equippéth & important factor is the minimal nodal r¢S|duaI @}er'l_'he

single CR transceiver. A pair of nodes can commateigvith ~ Survivability of nodes can be largely improved bging

each other if they are on the same channel andigrin the Nodes with high residual energy. This, in turn.ees the
lifetime of CRANs. On the other hand, by selectitig

transmission range of each other. The CR transces/e ) i )
based on the software-defined radio so that it emize candidate path with small hop count, the networélewi
energy consumption can be reduced as well as tbkepa

channel-slot aggregation, which allows the CUs e u ) °
multiple  channels with different  transmit powerdelay can be shortened. Thus, we define the ufdityathp
as a function of these two factors, denoted by

simultaneously.
For accessing a channel, a CU must sense chaimselsfid  U(MEqesp , h(P)).

can access the channels only if any of theshannels is not Now, the routing problem can be formulated as fedo
being used by PUs. Any efficient spectrum sensitieme arg max

proposed in the literature can be used for this. a&&ume pepU (MEresp . h(p)) @)
that CUs can obtain reliable sensing results aetiteof the st. h()<TTL, pOP 2)
sensing period.

We consider that CU exchange control packets with Efes > Eqp, nIN,, pOP )

maximum power P, and transmit data as well as
acknowledgement (ACK) packet on controlled power. A
radio signal can be correctly decoded by the irgeind
receiver only if the signal to interference plusiseoratio
(SINR) is above a certain hardware-dependent tbidsh
SINR,. The higher value of SINR ensures that more pack
can be transmitted reliably. Depending of the matioih
scheme, different threshold valuesdNR,, are valid.

In the CRANs modeled above, the problem of roufing,
route selection and communication segment allocatian
be described with an optimization framework. Let u
consider a route request from a source node tdektnation

Lop O Lyp |2W, O<i<h@)-1,pOP 4)

Although the solution of (1) is an optimal routeis hard to
implement this algorithm directly in practice. Thmain
Jgason is that, in order to take account of allsjme
éandidate paths, all nodes in the network shoutthaxge a
huge amount of control information, which is unistid.
Thus, in the next section, we propose an energyreawa
routing protocol which is satisfactorily efficiefitom the
ractical point of view, although it is not optimal the
bsolute sense.
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4. Proposed Multipath Routing Scheme source begins data transmission through multiptaspé.g.
two paths) simultaneously. Moreover, for route rteriance,

The channel access mechanism of the proposed sclsemine |ocal route recovery (LREC) and the route efRERR)
shown in Figure 1. The system time is divided iinfanes. A control packets are used.

frame consists of a sensing window, an ad hoc itrafloyr goal is to select energy efficient multiple lEathat are
indication messages (ATIM) window, and a commumat completely or at least maximally disjoint. For thise

widow. The synchronization of the CUs is done wté help  consider nodes with higher residual energy withdpwwop

of periodic beaconing. In sensing window (sensihgse),

Framek-1 Framek Framek+1

4

Control:Channe; Multiple Data Channels
ATIM

ATIM .
Windov

Window

Sensing
Window

Communicatiorg

Window
o

4

Communication Window

|8 Beacon

ofaJ2] . Jt]-

(Common Control Chanrel

CH,

Frequency

[T-T

CH_

E Beacon D] Sensiné Occupied by neighbor CR use Free

ccupied by PU Scheduled D Channel-slot aggregation

count as routing metric. Initially, at the sourceds, the
value of minimum residual nodal energyg.s equals the
initial energy of the battery. To avoid nodes hagvivery
poor energy in a route, intermediate nodes showde h
higher than a threshold energ¥, to participate.
Furthermore, because of the opportunistic properté

CRANs, a node should also have at least one channel

(spectrum band) common with its previous hop. When
forwarding intermediate nodes receive the RREQ ghack
they compare their own residual battery endegywith the
mE.sand updatenE,s to ensure it remains as the minimum.
This will ensure that the route has the minimalalodsidual
battery energy. After collecting a number of RREpies,
the destination makes route decision. In decisibe, route
having highermE.s value get higher priority. On the other
hand, the route having smaller hop count is faverab
because it may provide shorter delay.

Figure 1. Frame structure and channel access mechanism of the

proposed scheme for CRANs

Table 2. Fields of the RREQ packet

every CU carries out channel sensing to get thetspa | Fields Descriptions

opportunity. In ATIM window (reservation phase)| @lUs Regld | Unique route request sequence number

tune their radio interfaces to the control char(i@Hl,) and

transmit/receive control packets for resource regt@Em. It is Srcld | Address of the source node

noted that during ATIM window only the control chreat is Dstid | Address of the destination node

used. Control packets exchanging are based on d din — - -

CSMA/CA protocol. In communication window (data| mE.s | Minimum residual nodal energy in a route
transmission phase), CUs transmit/receive theiffidrdoy RouteS List of the address of nodes from the source to the
using all available L+1 channels (CHCH,). The OuteS€q current traversed node

communication window is time-slotted. A timeslotnststs W Bandwidth requirement at each link

of the data (packet) transmission time, the cooedng Array of free communication segments (channel-
ACK transmission time, and the guard times. Thedjtime FSeg | timeslots) for a node

includes the propagation delay and the transitiow tfrom List of the selected communication segments from
transmitting mode to receiving mode. SSeg | the source to the current traversed node

In this routing, multiple paths can be used intarafeably HC Hop counter

when route fallure_ occur that increase the_ Netwoll 1L | The limitation of hop-length of the search path
performance, or simultaneously by introducing loa

balancing mechanisms to provide higher aggregated

throughput. In many cases, simultaneous transmissio 4.1 Route Discovery

through multiple paths perform better end-to-enthyl@nd
high throughput. In our proposed scheme, we wile u
simultaneous transmissions technique through twiospa
The route discovery/selection is to find a numbkroutes
between a source-destination pair. Two types oftrobn

packets, the route request (RREQ) and the routdy re;f

(RREP), are used. First, the source broadcasts RRBEQ
is delivered to the destination with the information the
available spectrum of all intermediate nodes. Bseaf the
broadcast nature, multiple copies of the RREQ cawneaat
the destination and, therefore, the destination lcame a
number of candidate routes. The destination selaciiple
paths based on energy efficient path and hop céumally,
the destination can send multiple RREPs to thecgouwrach
of which corresponds to a path of route. When arERR

traverse the path, the spectrum assignment foryevgl i nodes.

intermediate node is done. After receiving the RBIERhe

411 Broadcast of RREQ Packet

S\Nhen a source node has packets to transmit to cifispe

destination, it initiates the route discovery psxeby
broadcasting a spectrum-aware RREQ packet on thieoto
hannel to its neighbors. The fields of RREQ paciet
hown in Table 2.

4.1.2  Assignment of Communication Segments

Let us consider the (communication) segment assghfor
the link between an upstream (source-side) nadend a
downstream (destination-side) node With the help of
periodic beaconing, nod® can identify the usage states of
segments of nodA. Receiving RREQ form nod&, nodeB
compares its segment states with those of naddand
identifies the segments being free from the viewfsoiof
If there are sufficient free segmentgje B
selectsW segments randomly and marks their states as

S
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Tentatively Assigned. In addition, nod8 sends the increments the value of hop counter (in HC field)da
identification of selected segments to n@dby using ACK decrements the value of time to live parameter TirL
packet to nodeA. Node A then marks the states offield). Finally, the node rebroadcasts the modifRRIEQ.
corresponding segments to Tentatively Assignede¢fiment Two purposes of the TTL are to limit the numbemops in
assignment is impossible, the corresponding RREQ &spath and to reduce the network-wide broadcashewad of
dropped. RREQ packet. After receiving an RREQ packet, a node
checks the TTL value. If it is zero and the nodendt
destination, the node drops the RREQ. Otherwisehéf
value is not zero, the node decreases the valuenbyas
discussed above.
In this multipath routing, an intermediate node sloet drop
duplicate RREQs to establish multiple paths. Howeteeget
[ [ B T[] diversity by lessening the overlapped routes, termediate
node sends duplicate RREQ packet only when an RREQ
traversed through different incoming links and whdwp
e counts are not greater than that of firstly recg@iRREQ. In
j addition, the number of duplicates for an RREQ, clthan
EEEEEEE

CHA| [

intermediate node can send, is limitedy(, by two) to avoid
excessive overhead.
The EOMR protocol aims to balance the nodal energy
consumption. The energy-efficient paths are seledig
considering the higher value ofE.s of the candidate paths.
To do so, the source node sets the.mEeld (which
indicates the minimum residual nodal energy of thjpas
the value of its battery energy. When an interntedieode
receives the RREQ packet, it compares thE, in the
RREQ with its own residual battery enerdfes If Eies iS
j smaller than the value in tmeE.field, the value is replaced
with Es As a result, thenE field of RREQ arrived at the
[ TTTTE] destination contains the lowest battery energy evamong
T 11 all the.n_odes in.the corresponding route. This evaducalled

CHI T TTTT] the ‘minimal residual path energy.’

‘ On the other hand, every node has a threshold terpa
CHEEET T 1] energy, denoted b, to contribute as an intermediate node

| B ] [T
of a route. If the battery energy of an intermeglinbde is
‘ less thanky, it does not participate in the route discovery
° @1 @2 ' 9 process by dropping the corresponding RREQ. Howekier
K w / node which has already joined in a route may comtidata

transmission till the exhaustion of its battery rgye In

£ Occupied by PUs [7] Occupied by CUs [] Free addition, even though the battery energy of a nisdiess
thanEy, it can act as a source or destination.

[ 1111
° 2,2) (2,3

awi) <

(a) Segment reassignment in response to the linkdadue to 4.2 Route Decision and Route Reply

PU activity The destination makes route decision by selectindtiphe
appropriate paths. The destination makes the rdetésion
with, at maximum@Q copies of an RREQ corresponding to a
connection request. The destination starts watimgr after
receiving the first RREQ copy and collects all espof the
RREQ until the timer expires. If it gathe€® copies of an
A < » B RREQ, it stops collecting even though the timersdoet
expire.
(b) Local detour in response to the link failurettls not recoverable by  In taking route decision, the route having more imal
segment reassignment residual path energy gets higher priority. On thteephand,
the route having smaller hop count is favorableabse it
Figure 2. Local recovery mechanisms of EOMR in route may provide shorter delay. Taking account of thase
maintenance phase factors, the destination computes route utility&s

mEresk
When the segment assignment is possible, the ritatchas HC, '
the segment assignment information to the RREQ: the

; : 1A 1 heremEes  is minimal residual path energy kth routing
address of the node is added in RouteSeq field lighef W esk X .
nodes on the path); it records the allocated setgme1s5Seg path andK (K =< Q) is the number of collected RREQ copies.

field (the list of selected communication segments) “NdHCcis the hop countin the HC field kih RREQ copy.

addition, the node indicates free segments in ®egHield, U, is the route utility ofkth routing path. The destination
for the successor nodes in the potential path. I$o a sorts allU,’s in a descending order. Then it selects first

U, = k=01 ..K G
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paths amongK candidates. The order of a selected path 4.3.2

becomes the priority of the corresponding path.

It is noted that only destination node is allowed send
RREP. An RREP contains its priority and the accuatad
route record obtained from the corresponding RRBEQyc
An RREP is delivered to the predecessor node alwmgath
through control channel. When a node receives aBRRR
changes the communication segment states from faita

192
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Local Detour

If there is no free segment that can be used fiitik, or
the node B is beyond the transmission range of Hofeg.,
caused by movement of node A or B), the node As ttie
make a local detour. This operation is called ‘laezovery
by detour.’ In this local recovery, node A findso#tmer path
from node A to node B, which contains only one #ddal
intermediate node. To do so, node A gathers neighbo

Assigned to Occupied. Accordingly, the communiaationformation from beacon signals, determines a tatdi for

segments selected for each link along the pathreserved
for data transmission. Moreover, all the other modethe
neighborhoods of the nodes in the selected pathsatified
by beaconing that these communication segments
occupied by the newly incoming connection. Finalliyge
destination replies to the source with multipl) RREP
packets, each of which corresponds to a selectéul fa
route discovery process is successfully accomplishie
source node receives RREPs for an RREQ.

4.3 RouteMaintenance

The route failure can occur during data transmisskRoute
maintenance is the mechanism by which source rodble
to detect any sort of route failure.

In mobile CRANS, a link of a route can be brokenaese of
the appearance of PUs, the topology changes dumde
mobility, bad channel condition,

the additional intermediate node (say, node C),teartsmits
a local route recovery (LREC) packet to node C.riThede
C transmits a modified LREC to node B. As a reaudetour
iA-C-B is made. It is noted that, the resulting ¢od:nd
route is valid when its hop count is not greateanti TL.
Figure 2 (b) illustrates the local detour operation

4.3.3 Route Rediscovering

When the local recovery is also impossible, nodseAds a
RERR packet to the source. After receiving the RERR
packet, the source starts to the rerouting procébs is
called the ‘route rediscovering’.

4.3.4  Route Recovery by Cache Route

The source first checks its route cache to findkbpgaths
that have been stored in the initial route discpvHrthere is

and for the energany backup path, the source chooses a backup ptth w

exhaustion of nodes. The appearance of a PU magedau highest priority as a new active path and transrdasa

be the route failure in its vicinity [35]. In sudase, CUs in
the PU affected region must change their operathrannel
if possible to recover the current route. Moreovwender

mobility conditions, CUs may also move toward thd P

affected region, which is also liable for the pbssiroute
failure [36].

The proposed EOMR protocol has four types of routeimulation

recovery mechanisms that include i) Segment reassgt
i) Local detour iii) Route rediscovering, and iRgoute
recovery by cache route. Here, the first two typss local
recovery, shown in Figure 2, whereas the last typed are
end-to-end recovery.

431  Segment Reassignment

When PU activity is detected by a CU, transmittgagkets,
on its operating channel, then, it is necessaryuse a
different channel for packet forwarding; because ¢hrrent
operating channel is now unavailable. Let us carsidlink

through the new route immediately. This operat®malled
‘route recovery by cache route.’

5. Performance Evaluation

The effectiveness of the proposed EOMR scheme is
validated through simulations. This section deswilihe
environment, performance metrics, and
experimental results. To evaluate EOMR scheme, we
developed a simulator written in C++ programming
language, which implements the features of the ogait
stack described in this paper. We have evaluated th
performance of the EOMR scheme in comparison wiRE
[26], MRRC [28], and DBR [30].

5.1 Simulation Setting

We consider a circular area with radius of 600 mer€ are
M stationary PUs being distributed uniformly withthe
circle. The PUs operate danchannels according to their own

between an upstream node A and a downstream node nRultichannel protocol. The details of PU operat®beyond

which are intermediate nodes on the route betweence
and destination. If the spectrum availability haset
changed due to PU activity, therefore, node A canexeive
ACK from node B even after it retransmits a packiat,

the scope of this paper. We just model the PU iggtas an
ON/OFF process. A PU in ON state occupies a chaame|
it does not use any channel in OFF state. The GNGIFF
durations of a PU are exponentially distributed hwihe

times N is predefined). To resolve this kind of problemmean of 100 s, respectively (i.e., the activitytdads 0.5),

node A tries to reassign communication segmentstfat
link. This is called the ‘segment reassignment.’

Figure 2 (a) shows the segment reassignment operdti
this figure, the upper part shows the data trarspnsby
nodes A and B using segments (2, 2) and (2, 3)astbeen

unless noted otherwise. A newly activated PU rarglom
chooses a channel among channels that are nobysattier
PUs. The sensing range of a PU is set to 250 m. #ative
PU is assumed to be perfectly detected by a CUimwitie
sensing range.

seen that CHand CH are occupied by PUs in the coveragerhe CRN is composed of 100 users (denotedpyunless

areas of the nodes A and B, respectively. Howesfier
some time during data transmission another PUsstasing

noted otherwise. In a simulation run, their initlatations
are uniformly distributed within the circle. A CUawves to a

CH; in the coverage area of node B. Thus, node A fails random direction selected in [Oz]2with a speed distributed

transmit data to node B using segments (2, 2) and)( In
this route recovery mechanism, node A initiatesnmsay
reassignment and assign (4, 1) and (4, 2) segmently for
the given link, shown in the lower part of thistfig.

uniformly in [0, 10] km/h. The moving speed and the
direction of a CU are updated after a random duomati
distributed in [0, 10] s. When a CU reaches thenblany of
the circular area, it is bounced in. The CRN w#izone
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dedicated control channel as welllaghannels (licensed to Average End-to-End Packet Dela§werage latency incurred
PU) for data transmission. by the data packets between their generation tinaetleir
Each CU supports three different data rates, whieh2, 4, arrival time at the destinations.
and 8 Mbps, respectively. The corresponding trassiom Energy EfficiencyThe total number of bits transmitted per
ranges are 250, 200, and 100 m, respectively. Patia unit of power consumption. The larger the value msetne
supported by CCC is 2 Mbps. We vary the number ahore efficient the transmit power is utilized.
channels from 4 to 12 among them one channel is @2 Normalized Routing OverheadThe normalized routing
the others are data channels. The maximum transmissoverhead is defined as the number of routing packet
power of a CU is set to 100 mW. We consider thé pats transmitted per data packet delivered at the datatims.
and shadowing as the propagation model. The chayaiel Network Lifetime: The network lifetime is defined as the
is calculated by x d=*, whered is the distance between theduration from the beginning of the simulation tce tfirst
transmitter and the receiver, and the consiaig set to time a CU runs out of energy.
—66.08 dB. The shadowing effect is modeled as axtognal
shadowing with zero mean and standard deviatioB.5Tthe ) :

Figure 3 shows the comparison results of the ndt¢wor

thermal noise power is set 103 dBm. Furthermore, the .
o ; ' .. throughput of EOMR scheme with other protocols as a
minimum required SINR for control packet exchangesét function of the number of flows. We can see thdtemthe

to -28 dB and the minimum required SNR for data X
communication is set te25 dB. If the received SINR or humber of flows increases, EOMR offers better penénce

SR - . than all other protocols. The main reason is thatEOMR
SNR of a pac_ket is higher than the minimum requirele, cheme uses the multipath routing and the chatotel-s
the pacl_<et_ s assumed to be dec_odeq corr_ectly. T Sgregation diversity technique, which can help CUs
retransmission of erroneous _packe_ts IS tried atimmam efficiently utilize available resources opportuitatly for
three times Niex = 3). The simulation time of each run

corresponds to 500 s in reality. Each data poirthergraphs data transmissions. Moreover, the appropriate faating

. X . " among CUs helps in increasing throughput. Furtheemo
|s_t(r)1bta|nzd by _a\_/ter?gmg _:[[he _result? flgoum 10 Z'M%mjrun?h because of the power control mechanism of our mego
with “random initia’ positioning o °S an S €scheme, the mutual interference among neighbor GUs
summary of simulation parameters are listed in &&bl

reduced and the channel spatial reuse efficienoypsoved,
Table 3. Summary of simulation parameters which are also promoting the improvement of themoek

5.3 Simulation Results

Parameters Nominal Values
Terrain size Circular with radius 600 m
No. of mobile CUsI) 100
No. of PUs ) 0,5, 10, 15
Initial placement of nodes Random (uniformly dimited)
Number of channeld ¢ 1) 4,8,12
Data rates 2,4, and 8 Mbps

Transmission range

250, 200, and 100 m

ON and OFF duration of a PU

Exp. Dist. with the mean of 100 s
respectively (activity factor is 0.5)

PU sensing range 250 m

Channel switching delay 80us

Mobility model Random walk

Pause time 0 s (a highly dynamic scenario)

SINRy, (control packet exchange)

-28 dB

SNRy (data communication) -25dB

Data packet size 1000 bytes
ACK size 100 bits
Simulation time 500 s

5.2 Performance Metrics

The following performance metrics are used to eataluhe

proposed scheme:

Network Throughput:The total number of successfully

received bits per second by all destinations inGRANS.

throughput.

Figure 4 presents the comparison of average emado-
packet delays by varying the number of flows. When
network load increases there are many requestsofding,
our proposed EOMR scheme established multipathingut
that helps faster data transmission. When the iioe@ases,
queuing delay is raised. The queuing delay makes th
performance of each protocol worse. However, th&a da
traffic is split into multiple paths in the case BOMR
scheme. Therefore, the average end-to-end packet
transmission delay of EOMR is increased slowly adicg

to the increment of the number of flows.

~ 35
é —O0— EOMR (Proposed)
S 30 - —4&—EER
?___.: —O0—DBR
2 25 - —x—MRRC
D
3
Fj 20
x
s 15
2
(0]
< 10
(0]
g
q;_, 5
<
O EN T T T T T T T T T T T 1

0O 1 2 3 4 5 6 7 8
Number of flows

9 10 11 12

Figure 3. Comparison of average network throughput as a
function of the number of flows
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Figure 5. Comparison of average network throughput as a
function of the number of PUs
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Figure 7. Comparison of average energy efficiency

Figure 5 shows the comparison results of the nétwor
throughput of EOMR scheme with other protocols as a
function of the number of PUs. We can see that,nnthe
number of PUs increases, EOMR offers significab#jter
performance than all other protocols. It is shovatt
increasing number of PUs increases routes intéampt
which decreases network throughput.

Figure 6 presents the comparison of average emddo-
packet delay of the protocols by varying the numbgr
PUs. When number of PUs increases and due to $ise le
spectrum opportunities, queuing delay is raised and
result end-to-end packet delay increases. Howeoer,
EOMR protocol efficiently utilizes the spectrum
opportunities using the channel-slot aggregatiorerdity
technique and dynamic traffic allocation scheme for
achieving better performance.

0.04
0.035 -
0.03
0.025 -
0.02 A
0.015 -
0.01 A
0.005 -
-4.16E-17

—O— EOMR (Proposed
—A—EER
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4 5 6 7 8 9 10 11 12
Number of flows

Normalized routing overhead

Figure 8. Comparison of normalized routing overhead
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Figure 7 shows the comparison of average netwoektgsn
efficiency of EOMR scheme with other protocols énns of

the number of flows. From this plot, we can obsehat, the [3]
network energy efficiency of the proposed EOMR scbe
outperforms the other protocols, although the qnergi4
efficiency of our proposed scheme reduces whemtmeber ]
of flows is larger than six. With this proposed eggzch,
multiple paths can be sufficiently utilized with @ppriate
data transmission rate. Moreover, mutual interfeeeaamong

CR neighbor nodes can be restrained. Furthermdepting [5]
doze mode operation also promotes to improve energy
efficiency.

The normalized routing overhead is shown in Fig8re
When the network load increase, the routing ovethegs]
increases due to the increase of RREQ, RREP, RREC,
RERR. The result shows that our proposed protoeelds
lower routing overhead per data packet deliverye fduting
overhead of DBR is better than EER because of the
multipath technique. [7]
The network lifetime is shown in Figure 9. When tifered
load increases the network lifetime decreases Isecafithe
increasing of the number of routes. It is showrt B@MR
outperforms all other protocols because of the gner
efficient approach that balances energy consumptién
nodes throughout the network. When the network load
increase the routings are distributed to the o@ids having
higher residual nodal energy; thus prolongs thetifife of [g]
individual CUs and overall network. In this case REE
performs better than DBR because of the energgiefi
mechanism.

(8]

6. Conclusion 0]
We have proposed an energy aware multipath on-déman
routing protocol for multihop CRANs. We have stutlihe
impact of number of flows and number of PUs adtegiton [11]
the operation of the proposed routing protocol. ptaposed
EOMR protocol combines the integration of spectrand
route discovery to establish communications aceseas of [12]
spectrum heterogeneity. The dynamical traffic assignt is
performed according to the traffic arrival ratedapectrum
availability to minimize the end-to-end overall &gl
performance in multipath CRANS. In addition, the MR
scheme can efficiently increase the data transamssate
and thus improve the average network throughputr Ou
protocol balances the traffic load among differedit/s
according to their nodal residual battery energy polongs

[13]
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the lifetime of individual CU and the overall netks.
Simulation results show that the proposed EOMR quait
can provide a lower end-to-end packet delay andingu
overhead but ensure the higher throughput and fonge
network
achieves aggressive energy savings through mulpipleer
saving mechanisms that give higher energy effigienc

lifetime. Furthermore, the proposed scheme
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