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Abstract In delay tolerant networking (DTN),
autonomous and behave in an unpredictable way. Qoesdy, a
control mechanism of topology is necessary. Thischagism

should ensure the overall connectivity of the nekwiaking into

account nodes’ mobility. In this paper, we study tinoblem of data
routing with an optimal delay in the bundle layey,exploiting: the
clustering, the messages ferries and the optineatieh of cluster
head (CH). We first introduce the DTN routing hietacal

topology (DRHT) which incorporates these three fectoto the
routing metric. We propose an optimal approach lextea CH

based on four criteria: the residual energy, theioluster distance,
the node degree and the head count of probable Wegroceed
then to model a Markov decision process (MDP) tgidke the

optimal moment for sending data in order to ensardigher
delivery rate within a reasonable delay. At the,emd present the
simulation results demonstrating the effectivenesshe DRHT.

Our simulation shows that while using the DRHT whietbased on
the optimal election of CH, the traffic control dugi the TTL

interval (Time To Live) is balanced, which greathcreases the
delivery rate of bundles and decreases the loss rat

nodes aretypically deployed

in hostile or inaccessible areas
Furthermore, the unequal load of nodes can pothntia
cause, in some nodes, an early depletion of tlaiefles and
their storage capacity, disrupting consequently naavork
connectivity and leading to the loss of data.

The objective of this work is to solve effectivethis
problem of delivering information between differemides
of the network. Some parameters must be takenaictount

in order to save the bandwidth, the scarce radsoures,
etc. The designed protocol must adapt to the iseca
number of participants and their mobility, so thia¢y can
function correctly.

Our approach to this problem is first based onréygouping

of nodes in clusters, then the selection of a elus¢ad (CH)

in each cluster and finally the communication bew€Hs
through ferries. The selected CH is responsible for
coordinating the communication with mobile nodesthie
same cluster (intra-cluster) and with nodes of diker

Keywords Ad hoc network, DTN network, Bundle, Hierarchical clusters (inter-cluster).The elected CH must take account

Cluster, Cluster Head Election, Delivery success aindiby.

1. Introduction

A delay tolerant networking (DTN), as describedihis a
kind of MANET network Mobile Ad-hoc Networks. It

consists of a set of self-organized stations full)';

decentralized, forming an autonomous network, dyaamd
without  pre-existing infrastructure. These
communicate with each other through a radio interfnly

station

the determined characteristics such as the balifetyme
and the minimum average distance between the noidas
subset and the CH in a given cluster. The concepiioa
cooperative control system in real time requiregaod
comprehension of the system in order to achieve
ommon goal, which is to maintain the system cotivieg
and to optimize the delivery delay as long as fbssiFor

the

this, the problem of choosing a dynamic coordinatm be

reduced to the problem of a CH election, which imaor

the elements that exist in the transmission ramgeahle to Problem of the mobile network. Furthermore, theusoh
communicate directly with each other. OtherwiseProposed for the distributed system (e.g. WSN) oarire
communication between the components takes place @gplied in the DTN where the change in topologlresjuent
connecting the close messages until the destination and links are intermittent [8-12]. Our work provid@n
reached. In this case, it is not easy to find dicieft routing effective intra-cluster communication due to anirjtation
between distant elements [2]. on two levels: the optimal election of CHs and the
The mobility of stations and the lack of infrastiwe have a communication between them via ferries in ordeintwease
significant impact on connectivity in such netwarksthe QoS in the DTN networks. In other words, thepesed
Therefore, the topology of MANET network is rarety  approach improves the delivery rate and the dejivislay
never, connected and the message delivery mustlé®nt compared to conventional approaches.

to delay [3 - 7]. _ _ _ ~ Indeed, a DTN network can be used to ensure reliabl
A DTN network is characterized by intermittentyansmission in hostile networks with a very longlieery
connectivity, asymmetric flow, high error rate, ¢oror gejlay and intermittent connectivity. To facilitate
variable delivery delay, extensive networks and hhigcommunication and optimize the tasks that involvtiple
mobility of _nodes. T_his latter creates n_ew_probiemch as podes at once, a network organization is requirBis
frequent disconnection, low communication rate, esd organization is guaranteed by the establishmerat lofgical
resources and limited energy source. These famak_e the topology in the network that allows imposing rulesd
network spread on a large-scale, and thereforeddfigery  constraints governing the operation of the netwankl the
delay is very long and the delivery rate is potfyilow. collaboration between the different nodes, esplgciahen

Thus, the need to develop optimal transmissionesystto  the destination is not in the same region of the@a
maximize the DTN network performance is then esakrih

order to ensure a great autonomy to these netwdnlch are
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It is noteworthy to mention that the rest of thisicke is
organized as the following: In Section 2, we previd
preliminary on the store and forwardechanism, Custody
transfer, the DTN routing protocols and messagsy f@iF).
Then, we present in Section 3 system model andlgro
statement. In Section 4, we describe the modehefQTN
routing hierarchical topology (DRHT). In Section we
analyze ouapproach for obtaining the optimal cluster h
(CH) in the DRHT.Section 6 is devoted to 1 model of the
success probability of delivery for a bundle witpesific
TTL and the average duration of intwntac. In Section 7,
we describe the environmeahd the simulation paramete
In Section 8 we will present the obtained results to as
the performance of the used topology control DF
compared to Maxprop protocols and Epidemic Sprag
wait. Finally, in Section 9we present a conclusion and
expose our future works.

2. DTN Preliminary

The DTN architecture implements a number of medras
mainly the store-anébrward technique by adding a n¢
protocol layer called Bundle. In this section, wi ‘riefly
define the store-anfbrward mechanisr Custody Transfer
and the DTN routing protocolginally, we will define the
message ferry.

2.1 Store-and-forward mechanism

The primarycharacteristic of the bundle layer is the sup
for in-transit storage. Theeceived bundl¢ from a sender are
possible to be loadedn an intermediate node for
excessive amount of time (minutes, hours or eveys)
because of the store-afmbward technique (Figure 1). Tl
network stack is mainly responsible for performitigese
storage operations, at the bundle layemnsparently to the
application. The irtransit storage is the tool to overcome
delays and disrupgins induced while a bundle g« hop by
hop till its final destination; in order tavoid costly en-to-
end retransmissions due to the high errors rate
asymmetric flow or the longdelivery delay; and also to
permit exchanging dataetween two nodes that do not shi
any end to end commudtion path at any given mome
the bundle protocol defines a custody operathat allows
an intermediate node tbandle bundle delivery to fin
destination on behalf of a more distant se [13].

8 ?ﬁ § ? 8 ? 8
torage torage Node C torage NodeDj%ge

Forward }"om'm:'i Fom‘a:“l
Figure 1. The principle of storenc-forward
2.2 Custody Transfer

Custody transfer is a mechanism enhancing the btel

message transmission and retransmission of ost data
using the transmission reliability hdg~hop, whether one
time or more. When there is no connectivity frond ém end

custody transfer gives the responsibility of thdialde

delivery to intermediate nodes called: custodiessally

characteried by a very long lifetime and high store

capacity along a path from source to destinatinraddition,

custody transfer allows the source to delegateoresbility

of retransmission and recovery of resources that

relatively related to the retrangsion just after sending tl

message [14-16].

Node A NodeB
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2.3 DTN Routing Protocols

Routing protocols in DTN network are classified @cling
to the type of information collected by the noded &ow ta
make the routing decision. We can divide the ray
strategies pnoosed for DTNs into two main categor
depending on the properties used to find the pptm wvhich
transmitting the data(figure 2. The first property is
replication (fooding strategy), which means that the straf
creates multiple copies of a mess to deliver it to a
destination. The second properforwarding strategy) uses
different mechanisms to select effectively the yetedes
and reinforce the probability of distribution inetlcase o
limited resources and storage. They collect infaimmeabout
other nodes in the network to select the relay € [17-19].

[ DTN Routing ]
|

Replication based strategy
(Flooding strategy)

Figure 2. DTN routing strategie.

Expedition based strategy
(Forwarding strategy)

2.3.1Epidemic protocol

Epidemic routing protocol is historically the firdDTN
routing protocol. It is based on the replicatioratgy in
nature. In Epidmic, each node continuously replicates
transmits messages to newly discovered nodes thatot
already possess a copy of the message, in or@eistoe tha
the message reaches its destination. Epidemic ng
protocol allows the transmission of e messages and
guarantees its delivery regardless of latencyagmrspace
etc. However, it has the disadvantage of consuraihgf of
network resources. Furthermore, the message cestiits
propagation through the network even after beidiyeled.
This is the main reason behind network conge [20].

2.3.2Spray and waiprotocol

The routing protocol @ay and wait limits the replicatic
strategy of blind Epidemic routing messages by dainb
an L number of messages indicating the maximunwalide
copes of the message. The routing protocol spray \eaid
has two phases: Spray phase wait phase. In the first
phase, for each message generated at the souropjds are
distributed to L distinct relayg(figure 3, part a). If the
destination is not eched during the first phase, each of
L relays spreads in turn the message to their beighuntil
the attainment of the destination, which is thektat the
second phase (figure Bart b). The parameter L is selec
depending on the density of network and the desired
average time [21].

®
©

S

(a) Phase ‘Spray’ (b) Phase “Wait’
Figure 3. Spray and wait routin
2.3.3Maxprop protocol

Maxprop is a routing protocol based on forwarditrategy.
In Maxprop routing each node maintains a vectoledathe
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delivery probability. When two nodes meet, thegleange a good approximation for the interval of inter-cmitin a
these vectors, and so that each node can calthahortest significant number of realistic DTN networks [28].

path to the destination. Maxprop uses a buffer mgmo

ordered, which is divided into two parts based o@mdaptive
threshold. Maxprop gives a high priority
messages and forward them firstly with lowphcount
and drops messages with the highest cost path ldiéer is
full. When nodes have small buffer sizes,

calculation. Maxprop has a better performance atiye
buffer size [22].

2.4 MessageFerry (MF)

Different approaches have been proposed duringebent
years to defeat large-scale partitioning probleBi.[®ne of
them, namely the system of Message Ferry (MF) [2dgs
special nodes as ferries to transmit messages ghrthe
partitions of a DTN. With the MF system, despite flact
that normal nodes are partitioned,
connection by moving from one partition to anotf&s, 26].
Information dissemination is carried out in two gibte
approaches:

e The approach initiated by the regular nodes (Node

initiated message ferrying): To transmit data,iéerr

follow a random movement pattern on known pathg
of regular nodes, which approach the path of a/ferr
when they want to send information to a destination
» The approach initiated by ferry nodes (Ferr
initiated message ferrying): Ferries adapt thei

Maxprop
performance is poor owing to the adaptive threshol

ferries allowe th

3.2 Notations

toewn For the rest of this work, we consider the follogin

notations:
Table 1. Notations used for modeling
Notations Definition

N Total number of nodes of the shared network
K number of regions forming the network

Cy Cluster of the network

Ny Number of nodes in each area, with:

K
N = Z Nk
k=1

F Message ferry

v Speed of the ferry

P Ferry route

|P| Length of a ferry route

ZZ- Distance between the nogdgandn;
tw; Time of wait ton; before being transmitted to

the ferry
te,, time of carrying to the ferry before delivered to
ny
dﬁ’j Average delay to transmit a message o n;.
b; Average traffic between nodgandn;.
3.3 Hypotheses

he study of the performances of the DTN network is

movements according to the CHs wishing to sengPnstraining because of its various characteristirs
data to destination. A ferry node starts byParticular the mobility of nodes, the bandwidth atiu

periodically broadcast their position to CHs. Thenfesources of energy. This leads us to an approximatf

regular nodes interested in sending messages reggiculations by the means of certain assumptionsthen
with a request. Once the request is received byngtwork considered. In fact, we focus on the cotioec

ferry, it adapts its path basing upon requests.
This method improves the performance of routingkpt
compared to other models. Indeed, by taking
consideration the different positions and by adeapthese
shifts to positions, latency for transporting a kgege from

between the nodes, the nature of circulation ofsl@n the
routes ferry linking the various regions, the traission

intcange, and the law of behavior managing the comtatvteen

the areas. Thus, we summarize these assumptions by:
(H1): The nodes have the same range of transmission

end-to-end can be reduced significantly, which seeniH2): The regions of the network forming a cluster;

advantageous when nodes are constrained in tererseofy
and memory capacity, particularly in large-scalevoeks.

3. System model and problem statement

In this section, we present the network model aereid in
this study. Table 1 summarizes the main notationissome
assumptions used in this paper. Finally, we descilie
problem statement and the function objective.

3.1 Network model

(H3): The movement of nodes is random betweggions;
(H4): The traffic in the network is unpredictable;
(H5): The range length of each cluster is strililyer than
the ferry route length;
(H6): The contact between the two regi@ghsandCy,
follows an exponential distribution of the paraméete=
At er

3.4 Problem statement
A DTN network can be considered as a set of tinging
contacts (a contact is defined as an opportunisetal data).

Let a DTN composed oN + 1 nodes, i.e. mobile nodes. The maximum amount of data that can be transmitea
Two nodes can communicate only when they enter tlwontact is called the delivery rate, and is defirsed the

reciprocal communication range and we consider dsisa
“contact” between them in the network DTN. Let theerval
of pairwise inter-contact between andn; denotes the time
duration from the instant when they leave commuitoa
range of each other to the next instant when timégret. To
improve the performance of DTN in the existing gtiahl

product of the contact duration and the number e$sages
received during this period. A path is defined asequence
of contacts. The path volume is the minimum voluafie
contact of all contacts of the path. Messages raresterred
along a path in storage and forwarding mode (shock-
forward). If the next contact is not available, seges are

results, we use the same mobility model, in whible t puffered until the contact becomes available or sages

interval of pairwise encounter fulfills the expotiah have expired.

distribution with the same ra®e This model has been W|de|y In order to assure Connectivity between C|uste$'n%d to

supported in the literature [27, 28] because doissidered as getermine the positions where the multiple MF mmste in
order to maximize the number of nodes covered. M
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of the multiple MF must also ensure a connected I
network. In addition to the effective coordination with t
optimal CH in each cluster.

3.5 Function objective

The objective function of the average delivery gefar all
the traffic in a given ferry routB, is defined as

_ ZisijsN bijds
Ba= Y1sijsnbij (1)

The original problem of the ferry route is defingd[26]
with two basic hypotheses, which are: firstly thedes are
fixed and their position isdown, and secondly the avere
traffic b;; between the node; and the noden; can be
estimated before calculating the route. Howevemnasave
assumed according to the hypothesis (lb;; cannot be
determined in advance. FurthermpmwhenF (ferries) are
dynamic, the delivery delay from one point to aeotis not
fixed. Therefore, we need to change the obje-function of
the average delivery delay for all the traffic, aHiis
determined as follows:

Let's suppose that, in the time perig@l t), there areM
messages to be transmitted by ferriesThe message siz
(1< i < M), its source and its destination cluster
designated by;, s; andd; respectively.

The objectivefunction of the average delivery lay in the
DRHT, for all the traffic in a given ferry route, isfieed as

Zli\ill‘idfj
M 2)

The main challenge in DTN networks is how to imprdhe
performance of data delivery in largeale networs. Our
goal is to find an optimal route for the ferry order to
minimize the objective function.

The performance of the proposed topology is linker
parameters relating to the external environmenh s the
mobility, the DTN protocols, the connecity, the number of
participating nodes, the generated traffic, thergnethe
election of CH, etc. This will be the subject ofetimext
section, in which we try to analyze the topologyhdaor
particularly the methodology for electing a (

Aprur=

4. DTN Routing Hierarchical Topology
(DRHT)

4.1 Description of the construction DRHT

The main idea is to build a topology of routinganarge
scale DTN network. The dominant character in theHDRs
the number of nodes (MF) that cross the diffusiathp to
ensure connectity between clusters. The choice of d
carrying nodes (MF) is an important step in thestarction
of the set of clusters. In addition, each clustdadentified by
three categories of nodes:

1. The cluster head (CH) is a dominant node, it is
head of the cluster;

2. The center of the cluster (CC) is a point of exgje
at which messages can exchange data bet
different CHs via MF within each cluste

3. The ordinary nod¢ON) are not dominating nod:

Consider a DTN network affmobile nodes ancF ferries,
each one with a value of communication range eqior.
Supposing that the network is partitioned intoK
componentseach one forms a cluster the chief of whic
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the cluster head CH. To simplify the problem, waitithe
movement of a CH ira circular area. The center of |
clusterC,, is noted as a point of C

- N 5 -
- ._Pz N . A ~
’ E N ’ = Y N
/ | . \ v £ P \
1 o s v P i 1
[ [P TEEE RS RS 1T
I ;N 1 -~ 1
7 ’
v N ’ \ ’
\ 4 \ ’ \ i . F
Ay N rs h ’
Ay (g e -
S -
¥: ’
b ’
b a
p ’
4 7
L o Route Ferry P
W, , -
b 7’
X %
T i MF
v - i
r«'\ e -
.
g () Center of the Cluster (CC)
p @ curmaacn
. Ordinary Node (ON)

‘

Figure 4. Diagram of the DRH.

Here is a description of the different stages & BRHT

algorithm that is divided into fivphases:

The network partitioning

The choice ofthe broadcaster nod

The scope and density of clust

The calculation of the ferry cluster route. |

each cluster, ferry route can be calculated by

algorithm proposed [25, 29];

5. The calculation of the global ferry route. Alo
the direction oftie route P, the global ferry rot
can be obtained by connecting the CH positio
each cluster.

4.2 Routing phasesin the DRHT

The DRHT divides the routing of data into two paitdra-
cluster and intecluster. Each clust-head is responsible for
commurication within its cluster and maintains
information of routing that allows joining the otherdinary
nodes. Moreover, since the other cli-heads are not
directly connected, multiple MF are also used tsuee
communication between clus-heads located in two
different clusters.

4.2.1Intra-cluster routing phas

This phase allows to a source node to reach a remigient
inside the cluster. It is the CH that has a totaddedge o
the cluster, it checks the presence of the nodpiest there
Thus any message must obligatorily pass t

4.2 .2Inter-cluster routing phas

This phase allows a source node (or intermediategach
a destination node located in a different clustarMF, if a
ferry stops at CC, it would be able to communiacaitt the
CH clusterC,,. A simple contact between the ferry and

is enough to deliver messages to other men

These multiple MF allow reducing the number

duplicated messages by lessening the traffic flgy
through the network, and furthermore reducing thergy
of consumption. Moreover, the transmission of dat:
other clusters through a single MF becomes alt
impossible when the extent of the network increaJex
solve this problem, routing of multiple MF is t
communication mode adopted to transmit datiween the
different clusters.

Furthermore, once the nodes of different clusters
connected, we can use conventional protocols sts

PodPE
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Epidemic, Prophet, Spray and wait and Maxprop for

communication between the CH and the other members.
It is noteworthy to mention that the delivery detaguired
for transmission of messages within a clustéf (intra-

cluster communication) is much shorter than betweerp.. |pccl
differentCy clusters (inter-cluster communication), and it is™/

less relevant for the ferry route. However, the trave a
high importance in the communication process esgligdn
the DRHT.

4.3 Analysisof delivery delay in the DRHT
Depending upon many works in this field [24, 25jjst
section we will present basic concepts to modelaralyze
the delivery delay introduced by the DRHT, follogin
certain scenarios in which nodeg andn; are located in
different position. When F  crosses node;, a message

destined to the node; is produced. The delivery delay of

this message is analyzed as follows:

e The time of wait inn; before being transmitted

towardF is:
_ el

= ®3)
2v
* The time of carrying of the ferry of; to n; is:

tw,;

P
=l

Cij v

(4)
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The delivery delay is the time of waiting of the
ferry and the time of carrier of the ferry in the
point CC before delivering it to the cluster 2:

iFec
Y
2v + v (9)
o Let df]? be the delivery delay in cluster 2 :

IPol L}
d =—2+-L  (10)

v
Therefore, the total delivery delay of the messiage

Pan _ 4P1 Pcc Py ; .
dij = dl.]. + di]. + dij and one writes:

P P Pec
[P L @+£+|Pcc|+lij_

2v \% 2v \% 2v \%

P1_,Pcc P2
_ UP4I+IPccl+1P2)) " Lj +l; "+l
v

2v

(11)

From figure 4, we see th@®, | + |Pcc| + |P,| < |P| and

I+ lffc + 12 <1

5. Optimal cluster head election in the DRHT

5.1 Optimal cluster head election
The cluster head in the DRHT has a major impadbiwiits

* The delay between the instants to generate tR@pstructure. Each CH acts as data temporary cavitiein
message in the node and to deliver the messageiis cluster and communicates with other CHs. Clubtsad

in the noden; is:

P _
dij = tw,; + tc;;
P
PPl Ly
- dij_2v+v (5)

4.3.1 When nodes; andn; are in the same cluster
The delay of single ferry routing is:

(6)

P
df. =Pl Uk
tUF 2v v

In the DRHT, letP, be the ferry route for clusték, and let
lfj" be the distance between nadeand nodey; in routepy.
The delay introduced by DRHT d:‘t';." ;
Pr
1Pl | Lij
df="84 L )
According (6) and (7), we note that;* < df,

. since
] UF
Pl <Pl and I;F <If

iF*

(CH) election is the process to select a particulade
among specific nodes within the cluster. Generalig, role
of the CH is to manage the nodes of its own cluatet to
communicate with other clusters. It is able to caminate
with other clusters directly through the respect@d or
through intermediaries as the case of the DRHT, ithiby
sending and receiving the data, compressing tha dat
transmitting it to other CHs.

Electing a specific node as a cluster head is moeasy
task. Depending on different factors, such as gguigcal
location of the node, stability, mobility, energstorage
capacity, etc. The selection criteria may vary ndes to
confide the coordinating responsibility to the CH.

This section provides an optimization of delivegter of
bundles and the delivery delay in the DRHT by tpéroal
check point of CHs within the cluster. The objeetinf our
approach is to reduce the cost of locating optipedition
of specific nodes in a cluster. The selection datef the
objective -function are based on the residual energra-

That means that when the nodeg|yster distance, node degree and head count dfapte

n; and the noden; belong to the same cluster, the delay otluster heads.

routing of DRHT is lower to the single messageyerr

4.3.2 When nodesn; andn; are situated in different

clusters k and k'’
The delay of routing of the single message fernemihe

nodesn; andn; are located in different clusters is the saméi

that when the node; and the noder; are in the same
cluster.

Based on the figure 4, the delivery delay considtthree
parts in the DRHT.

e Let df}l be the delivery delay in cluster 1.

1P1
dh = [Py + U

ij 2v v

(8)

Let Y ={p,,p, ...,py} the set of all the specific nodes
considered for the DRHT in each cluster. If there &

specific nodes in the DRHT, then each specific node

possesses a position vecter and a velocity vectow;,
given by:

= (xillxiZ' ""xin)T (12)

v = (Ui, Vigy s Ving)” (13)

In whichi = 1,2,...,n, and Msymbolizes the dimension.
Moreover, x;;(t) and v;;(t) signifie the it" specific node
position and the velocity ifi* dimension during the time
instantt. To track the global best positioning, maintains
the local best positions of specific nodes in the=
{p1, 02 -..,py} Which contains the best positions of all the
specific nodes ever visited.
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In addition to that, the optimal local positioni8f specific As a final point, at the end of each tour (i.e.cmmpletion
node and the best global location (with respectatb of T,,, number of generations), the specific node whose
specific nodes in a cluster) at timeare denoted byp;(t)  attributes optimize the objective function, is chesas the

andp, (t) respectively. best global position for the head cluster. The Bjgenode
p;(t) = arg min, f;(t) (14) nearest to the optimal global location is electedte CH
_ ; , 15 for the current tour. The selected node acts asu@t its
pg(t) = arg min, f(p; (1))  (15) .
energy drops (parachutes) beyond a particular |eafedr
5.2 Objective function for the election of CH which the current CH informé;, to initiate the next tour of

In this section, we define our proposed objectivection the cluster head selection.

for effective execution of the election of the CHl the 5.3 Optimal forwarding instant of the CH
DRHT based on the Custody Transfer. The main gbtde
objective function is to optimize the combined effef
average distance between nodes in a cluster, asid
energy, node degree and head count of probabléeclu

heads (ie . the number of times a specific nodeeskas a question:s it more appropriate to send my message now

cluster head). The obje_c_tive func.tion, re_p_rese_nmj or delay its sending? And how long do | delay thét's the
f(x:(©)) for the i** specific node is specified in the cz5e7"

To solve the problems of synchronized collisions aine
imbalance of the traffic control (overhead) on thendle
Vayer, we propose a solution based on theorieseofstbn
Sand probability. These two theories answer theofwihg

following equation: In this section, we give a model the problem conicey the
f(x:(8)) = optimize (B xs + Boxz + Baxz + (1 — Py — optimal instant for sending a message via a CH by a
L2334 (16) Markov decision process (MDP) which evolves in gac
and time. The objective of a CH is to maximize the
Subject to: percentage of the message reception by sendinkilié the
=y {Ilnj.Xill} (17) bundle layer is free or little busy. While the bimthayer is
11 vx”]e'ecc"" |Ck| free, forwarding maximizes certainly the chances of
e message reception, but can also greatly extendelisery
SN EG) delay if the links are broken. A compromise mustfdnend
=1 L . aye
y, = Ck B < E(n) <E (18) betwegn the receptlon rate qf a message and theosdd
2 Z|C{c_|1 E(n,-)' min = ]/ — wmax time induced by its delay, in order not to overlotd
njgck bundle layer by informations that are no longeevaht.
X3 = N?eg(pi) 3 0<BuB2Bs<1 (19) 5.3.1Markov Decision Process (MDP) Formulation
X4 = Hop Hpd z1; fr=fr<fs  (20) The selected decision of the optimal moment of send

As mentioned abové;, 5,, B3 are the weightage parametersrepresents a compromise between the final gaingiwisithe
In our optimization function we provide comparative reception rate, and the cost related to the patemtilay. The
valuation to the residual energy associated withspecific resolution of this problem is obtained through arkéa
nodep;. The noden; must have its energy level within thedecision process (MDP) modeling. The TTL lifetimtam
interval [Epin, Emax ], OF €lse this node filtered out and hencénformation is limited and the delay tolerated fits
not selected for the comparison with the specificlap;. forwarding too. Thus, we propose a $ebf N periods in
Moreover E (p;), Ngeg (p;) andH (p;) denote respectively the time included only in the TTL interval, of eachduration,
energy, the node degree and the head count of lpebaduring which CH can send its message or decideekaydt
cluster heads, associated with the specific podéiso,n; is  until the next period of time. o

the j** node of thek®™ cluster () and|C|denotes the total The set of time periods fothhe transmission ofessage are
number of nodes in the respective cluster. T = {Ty,...,Ty } with N = =, such as:

The Euclidean distance between the nodand the specific T,., — T, = t + 1 Tsorpice + Tyarae; Where i < N
nodep;is represented by the notatiap x;. It is clear, from
the equation, thayl is the average distance between th
specific nodep; and all other nodes in the cluster gadlis ¢ = {
the energy measure of the specific node comparethao

other nodes. Thg3 parameter refers to the degree of the 1 Atth , h di ;
node associated to the specific nedf his criterion helpsto y = { . t the meeting of the gard interva
select, around the specific node, the node withhésy 0 ifnot

degree. The node that is connected to more numbkipte  Our MDP model is composed of a $utf possible states for
of nodes reflects greater efficiency in receivingrenbundles the  system, actiondl!, rewards and  cosf(s'"(i+, sTi)
easily. y4 is the probability of choosing the specific nodtihat depend on two process states, and finallysitian
p;on the basis of its head count the head count abgire probabilities P(s'7@*V|a,s™) between the two states

CHs. 1T(i+1) T; . L.
The head count of probable CHs is basically theudeacy of S ands't, which are separated in im€l.qy — T;),

a specific node of becoming cluster head. As trelfeunt When the selected actionds

@/here :

1 At the meeting of Service interval
0 if not

of probable CHs increases, the probability of thlection of (a) States _
a specific node as cluster head decreases by rcertAn€ sef of the process states includes two parts, thesstat
magnitude. Cwhich relate to the occupation percentage of thedlsu

layer going from 0% to 100% for each peridd of the
information TTL. In addition to the two absorbintates/



International Jotnal of Communication Networks and Information SégutJCNIS)

which represent theuscessful or failed forwardir status of
a message. These states are achieved when a CHl i
message. This set of states is illustratefigure 5. All these
states are connected by transition probabilitidschvresuli
in costs R andRy, or rewardsks.
T={si SL85., 8.8} 0<i<N
Where M = % and S].T" =[j6%, (G +1)6%], &is the
precision chosen for the intervals of the stiC.

1 = {I5,IF}

P(1°|Ay,S) P(F|Am.s) 1
[EIECIRETRERR = —_— . B o
Figure 5. Markov decision process tie transmissic on
Bundle layer.

(b) Actions

Two actionsAfican be chosen during a period of tT; and
for a state € C.The first actiond,, consists in sending tt
message immediately; the second acA,, delays it for a
period of time. A message is delayattil it meets a decisio
of immediate sending or until the expiry of itsidél.
ATi = {{AW,Am} ifsTieCandi <N

S 4, ifsTieCandi <N

(c) Rewards and costs

Each decision is taken in order maximize a final gain; thi
latter represents the reception rate for a sentsages Its
calculation depends on the(s'7(i+v, sTi) obtained during
transitions between states; they can representttel
rewards or deducted costs. A rewdtdis allotted when a
message is sent successfully, whereas &Ry is inflicted
when the sending fails. The cost induced by thewdjmenti
of a message for a period of tink,, is the third paramett
taken into account in theedision making
The rewardR, is always positive, to motivate CHs to s¢
their message. Whereas the costs related to theinge
failure and the additional time delay are eithegatse or
equal to zero. Thealue of each of these parameters ca
weighted to the access category (AC) of the mesiagenc
R if s'T+n =[5 sTi€ C,a = A,

Ry if s = F sTie C,a = Ay,
R, if s+, sTie C,a= A, ,i <N

R(S’T(i+1)’ STi) =

(d) Transition probabilities
Finally, a MDP model includes transition probabiliti
P(s'T@+|q,sT) for each actiom chosen between tw
states of the process. When the choselon is to delay the
messagél,,, the transition probabilities are the same aset
concerning the occupation of the bundle layer at
timeT ;41)-
To have representative probabilities, each CH s#sdecal
history of the occupation rate inettbundle layer durin
TTL intervals. It then calculates the average pesage of
occupation in time for each period of the TTL intst
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When the selected action is that of the sen4,,, two
probability are possiblegither a successful forwéing or a
failed one One complements the other, they are calcul
on the basis of the occupation percentage of thelbuayetr
at the sending time; let the sis, and the reception
efficiency at this same period of tinE”i. The efficiency is
the ratio between the occupation time which wasl tisethe
successful reception of a number of messiNMT:, with an
average sizéize and a flowD, and the total occupation time
of the bundle layer at this same perT;, its calculation is
given in the equation (@. These two parameters
occupation and efficiency of the bundle layer amghted,
in the sending probabilities with success or failupy the
variablep € [0, 1].

Size

T;  Size
NM lxD

ETi = Sxs (2 1)
th

P(s'") if sTi, 5T+ € C,a = A,
P(s'T(#0|q,sTi) = P(s'|la,sT)ifsTieC,s' €F,a=A,
0 if not
where
O Xs
P(I¥|Am,s™1) = PTo0 TA—P ETi
P(1F|Am,STi) =1 —P(15|Am,STi)

5.3.2The Problem’sSolution

The solution to this problem is an optimal poliz* of
actions for each occupation te of the bundle layef and
period of timeT;. A policy = is associated with a matrix
V(T;,s)™, to save the maximum future gain for all
possible combinations between the period of {T; and the
occupation state of the bundégyers of a CH.

In order to determing™, we use the dynamic programmir
which consists in making iterations as many as sssug tc
obtain the convergence of the results, the dedsiaken fol
each combination are fixed and their correspondinal
gain can vary only by an insignificant We consider a
negligible the convergence time of data becausentimeber
of possible combinations is a finite number, in $aeneway;
we consider as important the capaciof a CH processor.

5.3.3Resolution Agorithm

These steps are described in the Algorithm 1, whvee
initialize, during the Phase | all decisions of our
politicy m(T;) at those of the sendin 4,, and all final
gaind/ (T, ,s)™ at 0.We add a premium matriV'(T;,s)™ to
which we will referus to verify the convergence of t
results.

During thePhase 1 we first save the old matrix values
final gains in the premium matrix in order to perfoa
comparison at the end of the iteration. Then, durihe
Phase 1.a we calculate the gaiV,, and V, for each
combination linking the time parametT; and the bundle
layer states. Both values},, andV,,, correspond to the gains
of the immediate sending actiod,, and that of the
adjournment actiod,,, respectivelyV,, is the sum of both
probabilities of success and failure for a messsgyaling.
each of these probabilities is multiplied by theresponding
reward or cost, and the last gain value obtainedhi® same
combination. The gainlj, is calculated from the sum
transition probabilities, at the next period of éimto all
possible occupation states of the bunlayer; represented
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bys’, this transition takes place when the CH decidatetay
sending its message. The sum of all these probabilis
multiplied by the cost inflicted by our model foach period
of adjournment and the previous gain value for shene
combination.
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6.1 Modeling of the inter-contact time

The inter-contact time is a property of the mowijlidefined
as the time passed between two successive conitadows
for a given pair of nodes. This latter can execbasiderable
influence on the latency in partially connectednmks.

We compare in th@hase 1.tthe gain generated by the two, this paragraph we study the transfer time ofiadbe in a
actions, letl;, andV,. We save for each combination thepTN network and the distribution of the necessaryet

maximum gain in the matrixV(T;,s)* and the
corresponding decision in the polieyT;). When the
difference of gains between two successive itematis

before that two nodes may (again) communicate. thero
words, it is the time during which two nodes aremintual
vicinity. The duration of contact is the duratioorh which a

minimal, ie less tham, we stop the iterations and we savggntact finishes and the next one starts. Thudetiermines

the latest version of actions policy, this lateconsidered as
the optimal policy and marks the end of Bfease 2

how many times a communication is possible. We use
stochastic formulas to calculate the intensityniéi-contact

A message is sent only when the CH reaches a catiin ; and to analyze the duration of inter-contact betwewo

of time and state of occupation of the bundle latleat has
as optimal decision the action of sendiAg,. Otherwise, the
CH delays by one, two, ¥ periods of time the sending its
message, in order to maximize the chances of ssitdlys
sending, this provided it does not exceed theittifetof the
information.

Algorithm 1. Dynamic programming for resolution of the MDP.

Data:i€{1,..,N}, seC

Phase 0:
V(T;,5)" ={0};
V'(T;,s)" ={0};
”(Ti) = {Am};
Phase 1:
repeat

VI(T;,s)" =V(T;,s)"
while(i < N)do
while(s € C)do
Phase 1.a:
Vin = P(I%|A1n, s71) x (Rg + VT , IS]7) +
P(IF|Ay, sT) x (Ry + V[T, IF]™);
V, =35 P(s"|A4,,sT) X (R + V[T, s'™);
Phase 1.b:
if(v,, < V,,)then
”[Ti] =Ay;
V[T i s]Tt = Vm;
else

until(V'(T;,s)" — V(T ;,s)" < €);
Phase 2:
n(T;)" = n(Ty);

6. Theprobability of successto deliver a bundle
with specific TTL

The probability of success to deliver a bundlenisraportant
metric for the evaluation of data delivery quality the

DRHT under our approach of the election of the CH.

In this section, we try to determine the relatibesween the
probability of delivery success and the TTL of biasd

which can help us to configure a reasonable TTarier to

improve the probability of delivery success of bi@sdTo do
this, we will initially model the time of inter-céact between
the reception of thea'" and the(n + 1)** bundle then we
will model the probability of success under the stomint of

TTL [30].

nodes n; andn;. Consequently, we define the following
proposal:

6.1.1 Proposition 1
Let {T,,,n = 1,2,...}be a punctual process with a counting
functionX(t). Then the procesqT,,n=1,2,..} is a
Poisson process with raiaf and only if:

. Xx@0=0o0
(ii). The process{X(t),t > 0} is with independent
increments;
(iii). For any0 < s < t, the random variabl¥(t) —

X(s) follows a Poisson distribution with parameter

At —s).
Let {T,,n=1,2,..} be a Poisson process. By convention
we putT, = 0and we assume that the first arrival occurs at
T,. We define thext" inter-contactr,, as the duration passed
between thert" and the(n + 1)" contact, let:

=Ty —Th1,n=12,..

withT, =0
The sequenceT,,n =1,2,..}is called the sequence of
inter-contact times. Inter-contact time is a vemyportant
property that characterizes the Poisson processlgfiee the
following proposal:

6.1.2 Proposition 2

The punctual proceds,,n =1,2,...} is a Poisson process
with rate 4 if and only if random variables, =T, —
T._1,n=1,2,.. are independent and identically distributed
according to an exponential law with parametgil is the
intensity of inter-contact.

We conclude this paragraph by calculating the aeera
duration of inter-contact, which can be given usittg
following formula:

E) =5  (22)

A shorter inter-contact time means that two nogeandn;
meet themselves quite often. In other words, if waales
n;andn; have a short inter-contact time, this means that w
can wait the next contact to send data directlyusTtthe
more enormoud is, the more reduced the average duration
of inter-contact per unit time is. The number ofdgb
contacts and the distribution of average duratiohinter-
contact are two main factors in determining theacity of
opportunist networks. They give an overview of data
guantity that can be transferred in each contagodpnity.
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6.2 Probability of successful delivery

We take again the proposals (1) and (2), it is oleskthat
the contact between nodes is distributed exporibnti&/e
use these proposals to model the metrics of pedoce in
the context of the DTN routing system. We use takvery ) VEIT] )
rate of bundles, the delivery delay and the buffemory This metric will allow us to evaluate the effectiass of the
occupation, which are among the principal metrids d*@ndwidth and interpret the number of copies cteate a
performance. Thereby, for a message entering thaleu delivered message (It reflec_ts _the cost of transionsin a
layer atT, time, letr, be the time of inter-contact between€tWork). In other words, it is the required numbr
the nt" and the(n + 1)t bundle. The probability that the replications needed to perform a successful dgliieor this

Delivery probablity

It is the total number of messages delivered tal#stination
under the constraint of TTL compared to the totahber of
messages created at the source node.

Overhead ratio

bundle is delivered before the TTL expires is chtad
using the following formula:
P (Ty < tppy) = 1—eH7L (23)

7. Simulation

In this section, we will present the operating pifite of the
used simulation tools, the used simulation appratie,

purpose, we always look for algorithms that woulidiimize
the value of overhead ratio.

Average latency

It is the time that elapses between the creatioa wlessage
and its delivery at its destination.

Hop count

It is the number of nodes through which the mesgsagst
pass from the source node to the destination ribtielps to

performance metrics and finally the settings of ouunderstand how messages are delivered from theeoutil

simulation.

7.1 Stimulation tools used

Observing that they do not rely on analytical medéhe
exact evaluation of certain aspects of these potdéds very
difficult. This is the reason that leads us to makeulations
to study its performance. Our simulation is perfedtthanks
to the ONE (Opportunistic Network Environment) slatar

[31], which allows generating a classification loé¢ tdifferent
routing protocols studied using performance metrics

7.2 Simulation procedure

In order to evaluate the DTN routing protocols imet
simulator described above, it is necessary to impld the
routing algorithm and execute it in the DTN simatht
environment. During the execution of the simulatidhe

different types of network performance metrics esflected

and stored, for further analysis, interpretatiod #merefore
to have the outcomes. In this paragraph, we conglue
different inputs and outputs that are relevantsteeas a DTN
routing protocol as well as to provide a simple aaptual

model, as the following:

Routing Protocols DTN

Connectivity
Y
Mobility
Network Traffic
Node Recourcey

Environment

(DRHT)

Delivery Ratio
Overhead Ratio
Hop Count
Average Latency

Time Scale

Figure 6. Assessment model of the DRHT.
7.3 Metrics performance

In order to compare DTN routing protocols in thmuslated
environment, several parameters must be testedseTh
parameters can describe, on the one hand, thesidat# of
simulation such as models of nodes mobility, nod
resources, etc, in a surface of simulation wheeerggtwork
is established, and on the other hand, the simulagsults
(outputs) that are the performance metrics. Amomgse
metrics we can cite [32]:

the destination and therefore how network resouteese

been used. Consequently, the average number of hops

informs us on the use of network resources.
7.4 Simulation parameters

Table 2 summarizes the simulation settings useahtdyze
the different DTN routing protocols in the simuldte
environment.

Table 2. Parameters of simulation
Parameter Value

12h

4500 X 3400 m

Maxprop, Prophet,

Total Simulation Time
World Size
Routing Protocol

Epidemic.
Node Buffer Size 5M
No of Nodes 10, 30, 40, ..., 100
Interface transmit Speed 2 Mbps
Interface Transmit Range 10 meters
Message TTL 60 minutes

Min=0.5 m/s Max=1.5 m/s
One message per 25-35
50 KB to 150 KB

NodeMovement Speed
Message Creation Rate
Message Size

sec

8. Resultsand discussion

In the simulated environment, we focused on comggatine
performance in terms of the metrics defined in ¢eetion
6.3, particularly the following two metrics: the lidery
probability and the average duration of inter-cotita

8.1 Thedelivery probability

The successful delivery of bundles is the main tfsk DTN
routing protocol. Therefore, the probability of sassful
bundles delivery is the most important parametererwh
%omparing the different DTN routing protocols. Thigtric
characterizes how complete, correct and efficienbwing

eErotocol is. It describes how many bundles werg s well

as the maximum number of bundles that the netwark c
support.
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——saw |

1
Epidemic |

90}
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Delivery ratio (%)

10 20 30 40 50 60 70 80 90
Number of nodes

Figure7. Variation of the delivery probability depending
upon the number of nodes.

100

In figure 7 we show the ratio of delivery of burgli®r each
protocol by the number of nodes in the network. Wééd
that for a weak density (equal to 10 nodes) theetiDTN
protocols gave a low rate of bundles deliveredabi, since
the network’s connectivity is weak because the itieris

110
Vol. 8, No. 2, August 2016

of inter-contact, which will allow it to minimizené delay of
delivery between the source and the destination.

554

50+

=—8— Maxprop
——saw |
Epidemic |

Average duration of inter-contact (min)

o o o

10 20 30 40 50 60 70 80 a0
Numbre of nodes

Figure 8. Average duration of inter-contact of different
protocols evaluated depending upon the number @és0

9. Conclusion

100

In this research paper, we presented a proposifian DTN

weak, protocols do not find any path to reach somf@erarchical routing topology based on four fundatak

destinations, particularly after bundles’ TTL exsr For

notions: multiple MF, ferry routes, the clusteriagd the

medium density (between 20 and 25 nodes), the threkection of a CH. By the superposition of theser floations,

protocols had a high ratio of bundles deliveredsTi$ quite
an interesting ratio and is much higher than 90%sexit
bundles. However, an observed drop with increademsity
follows this ratio’s increase. This drop is noticfed every
protocol except Maxprop, which keeps a constait fat all
values of density considered by all scenarios ub®0

we are able to improve the performance of DTN rayiin

the case of large-scale networks. In fact, the DRk$€s
multiple ferry messages to make the whole network
connected. Furthermore, the election of a dynantdrCthe
DRHT has a major impact on the delivery rate and th
delivery delay, by allowing the reduction of netkor

nodes). In addition, for Epidemic and Spray and twalesources. This election is based on specificr@itemong

protocols, at high density, each node must be tablerward
more traffic. This traffic increases the rate ofllismn,
interferes with the data’s traffic and thereforeregases the
loss of bundles. Because of its low traffic of cohtat high
density, Maxprop keeps a constant ratio of deliddrnendles.
These results, which offer a fairly high dilevegte in the
DRHT, can be explained by the use of multiple Mie am
optimal CH in each cluster.

8.2 Averageduration of inter-contact

A shorter average life of contacts corresponds tmae
dynamic topology of the network. In fact, greatues ofl
are reflected in shorter contact and inter-contawés and
then an increase in contact opportunities. The lesndan
benefit from it and their delivery probability ireases when
A grows. Conversely, a very great instability of tzmts and

a lack of connection between nodes tend the dgliver

probability of bundles towards 0 because there less
contacts lasting in time.

The figure 8 shows clearly that, for a low densithie

average duration of inter-contact of the three quols is
quite large because the distances separating nodesse.
We can also note that the average duration of-odatact of
the protocols decreases when nodes density inae@ikese
results are explained by the increment of nodesagee
degree. Consequently, the end-to-end time becoresat.

However, for Epidemic and Spray and Wait protoceith

high density, each node is held to generate maféictrof

control (overhad). This traffic of control increasthe rate of
collision and disturbs data traffic, and consediyetie

average duration of inter-contact increases. Tkes,note
that Maxprop protocol remains the most efficienioag the
three routing protocols studied in terms of averdgeation

which we retain: the residual energy, the intrastdu
distance, the node degree and the headcount ofalpieb
CHs. In order to evaluate the performance of oapgsition,
we implemented it in the case of the simulator; Caid we
compared its performance with the performance ofpvap,
Spray and Wait and Epidemic protocols. The resshigw
that Maxprop offers excellent performance in terohshe
delivery rate and the delivery delay of bundles.

Following this work, we intend to tackle the opthaiion
problem of one of the DTN metrics to optimize netiwo
resources by giving the simulation of this latteaséd on the
simulator ONE, which evaluates the routing of nekso
DTN and validate the proposed model.
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