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Abstract Clustering is one of the popular topology managemergase of networks the clusters are generally idedtibased

approaches that can positively influence the perémce of
networks. It plays significant role in VANETS. Hovwar, VANETSs
having highly mobile nodes lead to dynamic topolagg hence, it
is very difficult to construct stable clusters. Mohomogeneous
environment produces more stable clusters. Homagene
neighborhood for a vehicle is strongly driven bynsity and
standard deviation of average relative velocityvehicles in its
communication range. So, we propose Mobility AdaptDensity
Connected Clustering Algorithm (MADCCA), a density &gés
clustering algorithm. The Cluster Heads (CHs) arectetl based
on the standard deviation of average relative vigl@nd density
matrices in their neighborhood. Vehicle, which iavimg more
homogeneous environments, will become the clustad$ and rest
of the vehicles in their communication range wi# the Cluster
Members (CMs). The simulation results demonstrate hetter
performance of MADCCA over other clustering algamith new
ALM and MOBICA.

on the unique member termed as Cluster Head (CHighw
facilitates and coordinates the Cluster membersg)CMost
of the clustering algorithms in VANETs are derivdm
those proposed for MANET. Vehicle clustering hag th
potential to improve the scalability of networkipgotocols
such as for routing and medium access control podgpthe
CHs can act as central coordinators that manageadtess
of its CMs to the wireless channel(s) [4]. Howevér
vehicles cluster forming and maintaining the clistequire
explicit exchange of control messages. In VANETehivles
moving with high and variable speeds cause frequent
changes in the network topology, which can sigaifity
increase the cluster maintenance cost. Therefammirfg
stable clusters that last for a long time is a m&sue in
clustering of VANETs. Frequent changes in the imaér
cluster structure consume the networks radio ressuand

Keywords: Clustering, VANETSs, Cluster Head, Cluster Membercauses service disruption for the cluster-basedtingu

Relative velocity.

1.

VANETSs play a key role in realizing the dream ofaster
planet by supporting variety of the applicationkeli
intelligent transportation systems, roadside adseament
and online entertainment. The growth of trafficroads can
be the potential carrier for data packets. Thig alicates
the availability of suitable or even free of changetwork

I ntroduction

protocols. On the other hand, an external chang¢hén
cluster structure is concerned with cluster’s refeghip with
the other clusters in the network. One metric thatluates
the external relationship of a cluster with othersters, is
the overlapping among clusters. The time variatiohshe
distance between neighboring CHs, due to vehiclbilihg

can cause the coverage ranges of the clusters édapv
However, as the overlapping range between the tusters
increases, it may cause the merging of the twaelsisnto a

between the vehicles [1-2]. VANETs have two kinds osingle cluster [5,6,7]. The non-overlapped clustestucture

nodes which participate in communication, one éictroad

produces the less number of clusters and redueedetsign

side units and other is mobile vehicle as a noddl weomplexity, On the other hand, a highly overlapping

equipped with all kind of necessary equipment nesglifor

clustered structure may, cause complexity in thanokl

navigation and communication. The communication roveassignment, lead to broadcast storm. Additionalnobl

any VANETSs can be classified into different categerike
vehicle to vehicle communication (V2V),
infrastructure (V2I). V2V communication transferfet
information without the help of road side unit. \f#ls use
the IEEE802.11p to communicate with other vehicdesl
have a broadcast range of 1000 meters [3]. In cA3&V
communication every vehicle is considered to haeenb
installed with onboard sensing units, which allarge scale
sensing, decision making and controlling actionpecform
a number of tasks that arises in wireless commtioita
system. In V2| Communication,
infrastructure as well as vehicles as packet foderatowards
to the destination.

resources ought to be wused to prevent inter-cluster

vehicle tointerference due to overlapping. Many research work

focused the attention on non-overlapped clusterthg to
the fact that real networks are better charactérine well-
defined statistics of disjoint partitions.

In this work, we propose a new clustering approahlth
works in non-overlapped manner, i.e. successive &esot
under communication range of each other. This aggbro
takes the standard deviation of average relatiVecitg and
average of absolute density difference with respecits

vehicle uses botReighboring, in addition to the location and direct of

movement into consideration in the clustering psscel he
way which we are adopting, will help us to genenaigch

In any network majority of decisions are based ofwore stable clusters. The grouping of the vehioldlstake

topology information of the network. However, dwehigh
mobility of the vehicles, the topology informatiés one of
the challenging tasks of the networks. Clusterisigpme of
the strategies which make global topology updatesem
adaptive and less complex. The clustering procesgd
similar kinds of objects within the same clusterigbver, in

place based on density, and least standard daviatio
average relative velocity with neighbor vehicles.

The standard deviation of the average relativecigiavill
be low only when all the neighbors vehicles of higle are
homogeneous with respect to the average relatil@cig
i.e. either all are moving in the group with loweggd or with
high speed. While the standard deviation of therape
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relative velocity of a vehicle with its surroundingll be
very high if average relative velocity differenckaovehicle
is high with each of its neighborhood. This indesatthat
either this vehicle is moving very slow or very tfagith
respect to its neighbor vehicles. While the stathdiaviation
of average relative velocity parameter improvesahaiuster
homogeneity, the density variation parameter iget@ad to assume that nodes know their geographical locatimm
enhance inter-cluster homogeneity. The vehicle kwhias GPS. They introduced a new aggregate local mobility
the best bet based on these two parameters, antmng (ALM), based on relative mobility metric. The ratietween
cluster members, is chosen as the CH of that cluste two successive takes of the distance between a auodléts
This paper mainly focuses about density basedesingt neighbor is used to define the relative mobilityvieen two.
in vehicular ad hoc network. This results in motabke The head selection is based on lower ALM of a ndde.
clusters that evolve a reliable route delivery dfet Density Based Clustering (DBC) [12], authors coesid
information for commercial and safety applicationsing connectivity level, link quality and traffic condihs into
V2V communication. The rest of the paper is orgadizas account to cluster vehicles. Based on density nptthe
follows: section 2 presents literature on clusig@tgorithms vehicular network is divided into dense region amérse
in Vehicular ad hoc networks. Section 3 presems tregion. A vehicle which has links more than a pfiede
proposed system model for density based clusteiing value is considered as in the dense region otherviisis
VANETs. Section 4 describes the proposed clusteringpnsidered to be in sparse region. During the efirsy
algorithms. Section 5 presents the result obtaitedugh process, link quality is estimated to make re-erist
simulation and evaluates the performance with sjgethe decision. Based on the experimental evaluation, Ghé
related works proposed in literature. Finally Samtti6 change ratio is reported to be less than the lovBst
concludes the paper. algorithm [8]. A vehicular clustering based on theighted
> Related Work clustering algorithm (VWCA) is presented in [13WCA is

a scheme using multiple metric derived from didtnedue,
Some clustering algorithms which have been propdsed number of neighbors based on dynamic transmissioger
MANETSs are only considering the location informatiand and vehicle movement direction, to increase clustaipility
direction information but none of them took the egpe and connectivity. A new speed difference basedtetirsy
difference into consideration for cluster formatidn technique was presented in [14]. It enhances tigilisy of
VANETS. In case of VANETSs high speed causes thectff the network topology by defining stable and unstabl
in cluster stability. There are certain clusterimigorithms ~clustering neighbors depending on their speed atative
which generate clusters without considering the ifitpb movement  direction.The  Neighbor  Mobility-based
matrix and few others consider the mobility metriche Clustering Scheme (NMCS) algorithm is introduced1i].
lowest ID clustering Algorithm [8] is one of the ssast NMCS models mobility using a mobility-oriented \eant of
clustering algorithms to cluster the mobile nodesvireless

the node degree metric. Instead of simply counting
ad hoc network which only considers the lowestdzluster humber of neighbors of a given node, the node degse
the nodes. Initially the nodes broadcast the messagts

defined as the sum of the number of neighborshhaé left
neighborhood, which contain the unique ID of theecThe @ node’s range and the number of new neighborsirectju
node which is having lowest ID in its neighborhod Ssince the last processing round. The sum is theideti by
considered as CH, rest of the mobile nodes under tHe total number of neighbors to normalize the eegof
communication range of elected CH are considerethas Mmobility in the vicinity of the node: therefore, dws with
CMs. Moreover, majority of approaches depend on tH@WGr values for this metric are located in a “Emy stable
property based metrics of the mobile nodes. In calse €nvironment, indicating that such nodes are goodicates
mobile ad hoc network or the vehicular ad hoc neltwahe for the cluster head role. DMCNF [16] employs a elov
mobility is one of the main issues. The Lowest IDstering  affiliation scheme in which a node “follows” a ohep
Algorithm does not consider the mobility metricdnfation ~neighbor. If the neighbor is a CH, this behaviocasisidered
for clustering.One of the mobility based clusterind® be a normal direct affiliation; if it is a cléstmember, the

a|gorithms MOBIC [9] clusters the mobile nodes irﬂOde is said to have afflllateddlrectly with the CH. This

exchange messages with their neighbor vehiclesattsmit
availability and responsibility.  The simulation stgts
demonstrate that the performance of the clustestigeme
using affinity propagation is better than MOBICterms of
stability. In [11], the authors proposed a new tdring
technique for VANETSs applications. In this papeithaus

MANETS. In this approach the relative mobility beswn two
mobile nodes is calculated using the received signangth
of two successive beacon messages received by abédem
node from another mobile node. The node calculttes
relative velocity of its neighbor node is modeledthe ratio
of current received signal strength and previousixed
signal strength from the same mobile node. Aftat thobile
node calculate the aggregate mobility metric basedhe
relative mobility. The mobile nodes with least aggate
mobility are selected as CH. Since calculation eftive
mobility metric based on received signal strengthighly
unreliable, may mislead to cluster stability.In J[1@uthor
presented affinity propagation based clusteringeswh for
VANETS. Affinity propagation based clustering cagngrate
much more stable clustering. In this approach thkicles

method can then be used for dynamically reconfiguthe
clustering structure, since a normal cluster memiery
potentially assume the CH role if it has accruedremo
“followers” than its current CH and it has a lowsrerage
relative velocity with respect to those followek&hicular
Multi-hop algorithm for Stable Clustering (VMaSCijrst
proposed in [17], extends prior work in [18] todgtate the
cluster structure with a network of LTE base staifor data
dissemination purposes.

Based on observation of the clustering techniques i
VANETs mainly focus on one-hop characteristics like
mobility and either direction or neighborhood coctingty as
clustering metrics. However, none of them addresbed
dynamic clustering concept by considering mobility,
direction and connectivity of vehicles jointly. this paper
we proposed mobility adaptive density connectedtehling



224
International Journal of Communication Networks &mfdrmation Security (IJCNIS) Vol. 9, No. 2, August 2017

approach to achieve much more stable clustering @H is responsible to aggregate the information alsg to
VANETSs. Our proposed algorithm generates homogeseopass on information to its CMs, which is receiveadnf its
clusters by considering two hop neighbors charetierin  neighbor CHs. The CHs may be in direct communicatio
terms of standard deviation of average relativ@aigl and range of each other or may receive the informatioough
the average absolute density difference metricagalvith gateway vehicles in a multi hop manner. Gatewayicleh
the direction. The proposed algorithm outperfornemvn are those vehicles which exist in the communicatamge of
ALM and MOBIC clustering algorithms. at least two CHs. Further, when a vehicle movestixedly
. away from its CH and the distance between the \elind
3. PFOPOSE_’O' SyStem Model for Density Based CH is greater than the cluster radius, it will jdaime next
Clusteringin VANETSs approachable CH, otherwise it will generate its omew
cluster. When two CHs come relatively closer toheather,
then CH of the smaller cluster size will discharije
responsibility and will merge up with the biggeresicluster

Due to high mobility of the vehicles, there mayflequent
restructuring of the clusters, which may genenaméndous
communication overhead. Thus, it can reduce thdadola i b
bandwidth for message dissemination, signiﬁcantl;fflS IS member.

Therefore, the main objective of clustering in VANEis to  Lemma 1: Adaptive Neighbourhood Density
provide a relatively stable topology in their higldynamic . . .

and mobile environment. In addition, for resource-zrhe _den5|ty of all the dens_|ty conne(_:ted vehiclas be
constrained wireless communication, the clusteukhoot Eons(ljdfred_asda rﬁntdom variable ar}[(rj] ':[[S expictkemh‘gm?n h
be formed to be very large or very small. Very &aojusters € getermined. Let ‘us assume thai, €ach venhicle has

increase the traffic of transmitted messages frambers to sufficient den_sity in its neigh_bourhood and henbe,density
their CH and it introduces delay in message dqﬁvercan be considered as contiguous event. Thus, thected

However, small clusters may decrease the stahifitghe density in the neighbourhood of any vehicle canmogleled

network as the re-affiliation of the network incsea. Since g.s fotlllows;c dSup;.post.e, a Vﬁh;de Adpg?sxn nelgr;bb%un:;e
majority of the clustering algorithms for VANETseabased Irection ot destination venicle an A2, - he DEINE
on mobility metric but do not focused much more whibe neighbourhood density of all its n neighbor vetscle

density of the vehicles. We proposed the concepteofity respectlv_elyt.. Because ?" r;].nlelihtg)urs h\_/elhlc':ol\egs wam?her
based clustering in vehicular ad hoc networks iwvlffic on communication range ot venicie A, S0 venicle A rees the

highways being considered as the scenario. Howéven)y gen5|(tjy qu{Lmatlgn in HEL!_Odb_ea}con r?ess%ge peua_)lgé
considers vehicles moving in the same direction ifer ased on the above received information by evey )
estimations of the desired metrics. It considerat tthe Ccalculate the expected value of with respect to its

communication is only occurring between the vesicleN€ighbours in the direction of destination asoiwi:

without the support of road side units. We assuma¢ eévery Amax= M-ax [STR\C R An) (1)
of the vehicle is equipped with GPS and on boardsunAmin=Min Ay Az .., M) (2) _ o
(OBU). Let FQ) and f() be the Cumulative Distribution
Table 1. Presents the symbols used to represent variofignction(CDF) and Probability Density Function(®f2
system parameters , respectively. Then the Cumulative DistributiomEtion
FQ) =P{AA A2As .., An-A}
Symbol [ Description P > Al = (——)n 3
Ng(A) | Neighborhood of vehicle A =1 Pl ' ] (7»_max) ) 3)
R Transmission Range of a vehicle And the probability density function
5 Threshold value of standard deviation of averagktive _ 4 __n A yn-1
velocity  for a vehicle A to contend as CH (i.earslard f(k) da F(X) Amax (xmax) (4)
deviation of average relative velocity for vehiglecs ) Then the expected value afis will be as follows:
Ua Average Relative velocity of a vehicle A with respto its R- by
neighborhood EQ) = f;LI:i:Xk f(r) dr
A Threshold value of neighborhood density for setectif CH (i.e. A n A _
Ne (A) >2) EQ) = [ h — ()" dh
Vip Vehicle ID

_ (}‘maxn+1_7¥minn+1) (5)

n
V.a(A) | Average Relative Velocity variance of vehicle A EQ) = Y. )
HI(A) | Homogeneity Index of Vehicle A with respect to Iis Thys the value of for the vehicle A will be equal to the

TCH ET:JQST::’ LT;;: value of E{).This way every vehicle calculate the
M Cluster Member neighborhood density threshold valudor the selection of
cluster head.
T e " ——— Lemma 2: R-neighbors Ng(A): Two vehicles A and B are
- - ; R
il b ;/ ey // it said to be R- neighbors if the distance betweemtiseless
{ g AR N\ By _Jﬁ{m- ) = ‘\ than the transmission range Fhe neighborhood of vehicle
PO cmm A mm oy joncme || Alsdefinedasfollows:
= :,b T s T Nr(A) ={ B| O B Euclidian distance(A, B)<xR } (6)
" ", 7 Lemma 3: Average Relative Velocity of Vehicle A: if v,
1\'-«.________./ \‘\- _____________ w Py / be velocity of vehicle A andrg be the velocity of every

vehicle B € Ng(A) then the average relative velocity of
Figure 1. Clustering of vehicle in highways as a scenariosvehicle A with respect to the neighborhood will be

In Figure 1 it can be seen that, each red coloiicleeh follows _
_ ZvBeng(a) lva-vsl

represents the CH and rest of the vehicles are @ids. The P, = @ @)
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.Lemma 4: Average Relative Velocity Variance: - Average 2) The neighborhood density should be greater or
relativevelocity variance of a vehicle with its surrounding equal ta.

vehicles is defined as follows: 3) Homogeneity index should be less than equal to

Sypenpoay(Ha—iip)? Whered and 1 are the user specified parameters. If a
Viar(A) =— "0 —— (8) vehicle satisfies the above three conditions, thién
Lemma5 Average Absolute Density Difference announces itself as a CH. Then it broadcast fer@ssage
(Homogeneity Index): The average absolute densityin neighborhood. After receiving thex{Imessage, rest of the

difference for a vehicle A with respect to its Reighbors is  vehicles can become CMs and need to send th& kb the
defined as follows: CH. A CM will choose the CH with the least relative

velocity when it receives messages from more thaa o

Y vBeNg(4) INR(A)-NR(B)| cluster heads. However, this requires each CM ttaimdliar

HI(4) = INR(A)] ©) with the relative velocity among all possible CHEhis
information is estimated using the beacon messageived
4. Proposed Clustering Algorithm from the cluster heads. Algorithm 1 presents theppsed

approach for the Cluster formation. Table 2 presehe

The stability of any cluster depends on the simjla@mong  yarious types of messages to be used for Clusteraion
its cluster head and members. Cluster stabilitytmadefined gnd maintenance.

through different mechanisms with the most freqlyensed Table 2. Message Types
parameters being CH duration, CM duration, CH clkang[ message Descriptions
frequency, and cluster size. The proposed apprzagbts to HELLO Periodic HELLO message carry position, velodty
model similarity considering the above characteridb information
generate stable clusters. Every vehicle colleatspbsition — |-S Cluster Join request : :

d locity by sendin eriodic beacon messagtially Mwmvo Message Carrying Average relative velocity &nd
and velocity by g perioc ‘messagetally neighborhood density
every vehicle sends the velocity and position imfation in Mwo Message Carrying Standard deviation of averageivel
HELLO message. After receiving these HELLO beacon velocity and Homogeneity Index
messages, each vehicle estimates the average oflttize Cr: Cluster reply to join

Mce Cluster formation message

velocities of itself with respect to that of itsiglebors and
the neighborhood density. After that every vehlmleadcast
the estimated average relative velocity and density4.2 Cluster Head Selection

information in Mo message to its neighborhood. As thesaseq on above mobility and density metrics, we ehdite
Mwvo get broadcast by vehicles, every other receiverci@h ¢ gejection algorithm that selects the optimal CH.

will indirectly get the relative velocity charadtics of tWo A |qorithm 2 presents the Cluster Head Selectiorritigm
hop neighbors rather than one hop neighbors. Tleeage folgllowed in th% proposed approach.

relative velocity metrics is used to calculate 8tandard 1.« suitable CH (MSCH)
deviation of average relative velocity. Furtheregvvehicle
calculates the average of the absolute densityerdifice.
Subsequently, every vehicle broadcast the,JMmessage
which carries standard deviation of average retatiglocity
and absolute density difference to its neighborasel on
above received information every vehicle can anneutself
as a CH or cluster member by following the condiio

M ack CMs join confirmation message to CH

Any vehicle that satisfies the following conditioisscapable

of becoming the most suitable CH.

1. Standard deviation of average relative velocity£A)

2.Nr(A) = A

3.HI(A) <1

Whered andt are the user defined parameters. While every

specified in the cluster head selection algorithm 2 vehicle calculates the density threshold valuadaptively.
) Every parameter stated above captures the propeti2R-
4.1 Cluster Formation neighborhood. However, if more than one vehiclés§as

This section discusses the detailed process ofifigrrand  the above conditions then the vehicle which is gihigher
maintaining the cluster structure in VANETs based oneighborhood density will become the CH.

neighborhood density and standard deviation of ajer Algorithm 1. Algorithm for Cluster Formation

\r/(zlr?;cl:\llg AVZII’]OI((:EIPS/ i:{gha :i;%egé f‘?]e:]]telﬁhé)r%glol OI d.t:luw;: Tgr Require: A set of vehicles either networked in a clustered
9 y form or to be networked in a cluster form

joiq requgst (6r) message to segrch for t.he existing Clus"['E'IJ::nsure: Formation of number of clusters each having
in its neighborhood. If the vehicle receives a yefCr) vehicles with highly similar characteristics

against this join request message from any neightpdZH Cluster Initialization:

within specified waiting time duration ¢J, then it simply for each vehicle A which wants to be a part of thavoek
joins the cluster as member and set the CH id @CHp. do Broadcast the Cluster Join Requegt C

The value of |, we set in the simulation 1seonBurther, it if i K ve Cl Repl Joir € T. T
sends Mck to declare the joining of the cluster as member I time taken to receive Cluster Reply to Joi € Tw To
cK "check if there is any CH in the vicinity of A then

e ST ietes e uster T PoceSS  Set Ch 4 eceied n s Chy Eroadeast iy t
g€ declare the joining of the Cluster as Member

neighborhood. Now every vehicle verifies that ikétisfies dse

the ff)llovsv;g?\ggrr:jdlttljoer\]/?étion of average relative velocit Set the current state of A tg
9 y At Will broadcast Mg to initialize cluster formation *

should be less or equal & end if

end for
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Cluster Formation: MSCH broadcast the M in its neighborhood
if Ng(A) receives a Mg from A;,; then end if
Nk(A) broadcast the HELLO message After receiving the M ¢
end if for each vehicle Ain the neighborhood of MSCH do

set ID:H(Aj) = IDusch
send Mk to MSCH
end for

After receiving the HELL O message

for each vehicle in N(A) including vehicle Ado

Calculate the average relative velocity and neighbod I . -
density using neighborhood information and then heacg/lniCH maintains the CM list after receiving all thacx
vehicle broadcast the \Wp message in its neighborhood,

which carries average relative velocity and neighbod 4.3 Cluster Maintenance

density information. Since we know that VANET is associated with highbitity

end for factor, due to this CMs frequently leave the currenster
After receiving the Myvp and enters in the vicinity of another cluster. Hencluster

for each vehicle in Ny(A) including vehicle Ado maintenance becomes a big challenge. Therefore, we

Calculate the standard deviation of average reatlocity propose to follow the following approaches to handl
and homogeneity index and then each vehicle breadoa different aspects of cluster maintenance, whichregeired,
Myp message in its neighborhood. often.
end for
for each vehicle in Bf(A) including vehicle Ado
if it satisfies the conditions of MSCH then
It declares itself as CH and broadcast thgnizssage.
Every vehicle which receives thisgCwill set the id
available in G; message as the GHand send the
message Mk to the corresponding CH.

Cluster Joining

When a non-clustered vehicle broadcast a Join Rgque
Cj;r message, then the nearby CH checks that its wgloci
doesn't have much difference with the average iglo€ the
CH and the neighborhood density of that vehicleukhde
greater or equal ta. If the vehicle is found to satisfy both
dse the conditions, then the CH responds with a JoiplyRExR;

message containing its id as the CH, along witleotietails.

it None of the vehicle satlsfy_ the MSQhen : Otherwise the non-clustered vehicle initiate cluftemation
Discard the cluster formation process and waitr fo

Ty time. Process. .
end if Cluster Leaving o
end if Whe_n a CM moves out of the CH communication range,
end for which is inferred by the non-reception of periotheacons
end from the CM by the CH? The CH removes that vehiaen

its CM list. Further, when the CM which has lefetbluster
Cluster Stability Factor (CSF) doesn't receive HELLO message from the CH, it agsum
Cluster stability factor is defined to maximize ttability of that it had left its designated cluster. Hencejnitiates
cluster structure. The selected CH is expecteddiithte the cluster joining process.

CMs for a longer period of time. Therefore, the igkhA  Cluster Merging

having the higher CSFwith respect to its surrounding is When two CH come under communication range of each
more eligible to be elected as CH. The ¢$B&n be defined other, then one should discharge its responsibilityis will

as follows: help in reducing the overall network overhead aflsd &0
CSF, = Nr(A)/Sart(VyadA))x HI(A) (10) reduce the redundancy in the overlapped part ofr the
Where N(A) is the density of the vehicles in therespective clusters. The CH with higher averagetired
communication range of that vehicle,,¢A) is the average velocity variance will discharge its responsibiltigcause its
relative velocity variance of the vehicle with respto its stability is lesser with respect to its neighborthoand will
neighborhood and HI(A) is the Homogeneity indextiof become a CM of the other CH. The re-clustering willy be
vehicle in its neighborhood. triggered when two CHs are comes under contactach e

Algorithm 2. Algorithm for Cluster Head Selection other. .
Require: A set of vehicles either networked in a clustered 5. Resultsand Analysis

form or to be networked in a cluster form The comparative simulation was conducted using Bi#S2.
Ensure: Formation of number of clusters each having Vehicle mobility was simulated with SUMO [19]. SUMO
vehicles with highly similar characteristics considers many parameters like vehicle acceleration
Cluster Initialization: deceleration, size and maximum speed. In our siioulave
for each vehicle in NA) do used the vehicle average length of 5m, the acd&laraate
Each vehicle evaluates itself for the condition$/&CH of 0.7m/$, deceleration rate of 4nm/sand the maximum
if more than one vehicle satisfies the condition &@H  speed of 35m/s. We considered highway traffic scemeith
then Put them into the queue road segment length of 2km. The number of lanevis in
end if both the directions. The realistic scenario wasegeted for
end for VANET using MOVE [20], i.e. built on top of the ope
Analyze the queue source micro traffic simulator, SUMO [19].
if queue is not emptyhen Our proposed clustering algorithm MADCCA was
Extract the vehicle from the queue with maximum compared with speed difference based clusteringnigoe

neighborhood density as declare it as MSCH MOBIC and new ALM. Further, it does not cluster the
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vehicle moving in the opposite direction. The pupf
clustering algorithms in case of VANETSs is to reelube
impact of speed on the structure of cluster. Theppsed
approach considers the standard deviation of agarlgtive
velocity, the neighborhood density, and homogenigitiex
to achieve the stable cluster and to initiate #elustering.
To calculate the standard deviation of averagetivela
velocity, density and homogeneity index threshaid the
proposed approach every vehicle sends periodi¢ady the
Mwmvo and Map
above mentioned information. The threshold valee$ fand

T is decided based on the average characteristithef
scenarios. We evaluated the cluster stability aasd of the
performances for MADCCA, new ALM and MOBIC. The
various metrics we used for performance evaluatio as
follows.

Average Cluster Duration: It is the time duration between a
vehicle becoming a CH and the moment it dischatbes
responsibility of CH.

Average CM Duration: It is the time duration for which a
vehicle remains the CM of a particular CH.

Average Number of Clusters. The average number of
clusters which are present in the network sinception to
any instance of time.

Average Rate of CH Change: The total number of CH
changes per second.

Performance of the clustering method: We performed the
simulation evaluation based on the following paremre

Table 3. Simulation Parameters

Simulation Parameters Value
Simulatcr Ns-2 (v2.34
Simulation Time 40Cs
Ares range Roac Segmint lengtl (200C m)
Maximum Velocity 1C - 35m/s
Transmissio Rangt 250
Number Of Vehicle: 5C-25C
Number of lane 4
Bandwidtt 2Mbps
Interface QueutLengtt 50
Traffic Type CBR
Fackel Size 517 Bytes
Beacol Interval 200m:
d 1mi
T 0.1-0.2

We present the comparison among the proposed ghgste
algorithm MADCCA, new ALM, and MOBIC. The proposed
clustering algorithm which selects the cluster dasa the
mobility matrices and density matrices and the &tmn
result outperform in comparison to the approachiels! Aand
MOBIC. Above mentioned parameters are used to atalu
the cluster stability measures like average elustead
duration, average rate of cluster head change @ewnd,
average number of cluster heads and average coroatiomi
overhead.

1. Average Number of Clusters. The average number of
clusters which are present in the network sinception to
any instance of time. Figure 2 presents the residtained
through simulation. The results obtained are faveawork
size with 50-250 vehicles. Less number of clustars
proposed approach means that more vehicles arefpany
cluster in comparison to other approaches. The cexdiu
number of clusters in the proposed approach ingcétat
based on the homogeneity index, It cluster the clehinto
more dense as well as in sparse region. Sincealbalation
of the density threshold\) is adaptive in nature. Therefore

messages to the neighbors, which carry th
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will be different, that automatically creates thende and
sparse clusters in the network. Another reasorrdduced
number of cluster head is average relative velocity
characteristic with respect to its neighbors. Hosvesther
two approaches MOBIC and new ALM are not considgrin
the density of the vehicles for clustering therefothese
approaches generates the number of increasedrsluste
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I
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o
zZ 5 =—==AM
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O T T T T T
10 15 20 25 30 35
velocity(m/s)

Figure 2. Average Number of Clusters

2. Average Cluster Size: It is the average of the number of
CMs belonging to a cluster. Figure 3 presents #milts
obtained through simulation. The results obtaine= far a
network size with 50-250 vehicles and with averagiecity

of 12 m/s. More vehicles are part of the clustarproposed
clustering approach shows that the clustering mashais
able to capture large number of similar vehicleasdl on
the homogeneity index, It cluster the vehicle imtore dense
as well as in sparse region, therefore the numbetuster
members associated with dense cluster are higlaer tthe
sparse cluster. We can observe in the simulatismtreas the
vehicle density is increasing the number of dehssters are
increasing and sparse clusters are going to reddge.to
this the average cluster size is going to incre¥4sle other
two approaches MOBIC and new ALM give the moderate

performance in terms of average number of clusters
members.
8 -
==¢==MADCCA
Ng | =AM
n
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Number of vehicle with Avg velocity 12(m/s)

Figure 3. Average Number of Cluster Members

3. Average Rate of CH Change: The Average Number of
CH changes per second. Figure 4 presents the gesult
obtained through simulation. The rate of changeCbf
represents the CH stability. Slower the rate ohgleaof CH,
more stable is the clusters and more robust igliering
algorithm. The proposed approach has the least aate
obtained by the simulation results. The proposegragrh
achieves the more stable clusters due to clusterd he
selection conditions which basically consider therage
relative velocity characteristics in terms of thenslard
deviation and homogeneity index. The head selection

the value of A for every vehicle to announce as cluster hegorocedure clusters the vehicles based on more hemeoys
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environments in term of density as well as the dpé&m the
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able to perform at par with other approaches. Tépsesents

other side the MOBIC and New ALM gives the moderatéhe proposed approach is more robust and accuriitteut

performance.
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Figure 4. Average Rate of CH Change per Second
4. Average Cluster Duration: It is the time duration

compromising much on the communication overhead.

6. Conclusion

In this work, we proposed Mobility Adaptive Density
Connected Clustering Algorithm (MADCCA), a density
based clustering algorithm. The Cluster Heads (Cétg)
selected based on the observation that vehicleghwdre
having more homogeneous environments, will beconee t
cluster heads and rest of the vehicles in themmrmoanication
range will be the Cluster Members (CMs). We useddsrd
deviation of relative velocity, density of the nefgprhood
and Homogeneity index for selecting the clusterdhfea a
cluster. These selection parameters resulted inr@ stable
clustering among the vehicles of VANETs. We simediat
and compared the performance of the proposed agiproa
with that of the methods proposed in new ALM [1hida
MOBIC [9]. The results indicate significant impraaent in

between a vehicle becoming a CH and the moment dkapishing stable clusters among the nodes bpriosed

discharges the responsibility of CH. Figure 5 pnésehe
results obtained through simulation. The rate ainge of
CH represents the CH stability. Further, higher @Hation
as shown in the results means that the clusteppgoach is
able to select a more stable CH. This represestathuracy
and validity of the CH selection mechanism. Sintester
head selection in the proposed approach considersirmilar
characteristics based on the average relative iglowetric
and density metric. Which in result, generates ngiable
clusters, while other two approaches MOBIC and Adéwi
gives the moderate performances.
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Figure5. Average CH Durations
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Figure 6. Average Communication Overhead in Kbps

5. Average Communication Overhead: It is the average
amount of bits in terms of control messages needed
cluster formation and maintenance since initialaraof the
network. Figure 6 presents the results obtainedutin
simulation. The results show that the clusteringrapch is

approach. Using this cluster algorithm as the Waseluster
based routing protocol for VANETs can be a diractior

future work. Further, it will be of interest to iestigate the
impact of the stable clusters formed by the apgrdacthe
performance of routing protocol.
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