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Abstract: Mobile device are widely used today in MANETS, dueresearch work is carried out to study some of thastm

to their rich functionality. However, route failureay occur due to
less received power, mobility, congestion and defadlures. Also,
the battery life of these devices is very limiteddadeploying
resource hungry applications such as streamingheset mobile
devices, is a challenging task. It is extremelyoni@nt to maximize
the efficient use of the contained resources orsethdevices
especially when they participate in a mobile ad hetwork. In this
paper, we propose a cross-layer networking mechmarieg the
optimization. Our work focuses on Mac and routiagelrs of the
OSI stack. We propose a cooperation of the routggr with the
MAC layer power-control technique to see how they caoperate
to decrease the energy consumption of adhoc nesw@fk propose
an energy-conserving multipath routing protocol fadhoc
networks lifetime improvement protocol called E-RBMDV
(Energy aware Predictive Preemptive AOMDV). Thistpcol is
based on new metric to preserves the residual gredrgodes and
balances the consumed energy to increase the netifetime.
Also, we propose a mechanism based on Newton witgipn, to
distinguish between both situations, failures doiecangestion or
mobility, and consequently avoiding unnecessaryterotepair
process. The E-PPAOMDV was implemented using NSi2e
simulation results demonstrate the merits of ouoppsed E-
PPAOMDV. Our proposal improves the performance obite ad
hoc networks by extending the lifetime of the netwaand
decreasing the average consumed energy with appately 1 to
3%, while the average end-to-end delay is reducgd38%,
normalized routing load by 20 to 27%,; also, inciegithe packet
delivery ratio with approximately 2-10% and theotighput with
5% when compared with AOMR-LM.
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1.

MANETSs are an autonomous collection of mobile noilhed
dynamically create a wireless network among thewesel
Each node within a MANET is free to move in anyitdny
direction with any arbitrary speed. These nodes rhay
present in vehicles or may be carried in hand by
individual. Either ways, these nodes are capable
discovering other nodes in their vicinity and fongi
arbitrary topologies by connecting with these nodEke
versatility of MANETs makes them best suited fortaim
scenarios such as battlefields or disaster hitsafd&ANETSs
are highly dynamic and spontaneous networks. Onthef
major drawbacks of nodes within in a MANET is thei
constrained battery life. Hence the protocols desigfor use
in MANETs must consider energy efficiency as oneitsf
primary design criteria.

Several routing protocols have been
[9],[16],[21],[23],[27] specially for MANETs. Extesive

Multipath Routing, energy,

| ntroduction

designe

commonly used protocols such as Ad hoc On-demand
Distance Vector (AODV)[1][2], Dynamic Source Rougin
(DSR)[5] and Adhoc On demand Multipath Distance tdec
(AOMDV)[7]. The energy optimization of routing pitols
designed for MANETSs can be performed at any layahe
OSI stack. However, recent research works havestaton
cross-layer designs. Using this approach, inforomatian be
shared between the various protocol layers in oraer
achieve higher power conservation. Also, on-denranting
protocols discover routes only when the source sikedend
packets. Therefore, there is almost no route nmaémee
overhead, whereas the route discovery before data
transmission increases the delay. However, ifitilefhilure
happened, nodes should inform the sources to chtdrge
existing route and retransmit the packets that Westedue to
link failure. Therefore, on-demand routing protacicrease
delay and decrease the successful packet arritial fEhis
causes the reduction of the packet delivery ratio.
Several approaches have been proposed [3],[4118][26]
to flexibly anticipate link failure by adding a feion that
predicts the link failure in one of the popular demand
routing protocols which is Ad hoc On-demand Distanc
Vector (AODV) [1][2]. Previous approaches encourgeme
difficulties, especially in scenario without mobili The
problem is that these approaches predict link feduased
of the Received Signal Strength (RSS) informatiord a
interpret that it happened due to node mobility,ereh
actually it was due to congestion. Therefore, thecgss of
route repair should not be performed since it iases even
more the congestion, decreasing the overall pedoo® of
the network.
Transmitting information to a neighboring node inAlI
layer is preceded by the exchange of Request Ta Sen
TS)/Clear To Send (CTS) frames. If this commutidca
ils, the MAC layer waits (back off time) and ie¥ later.
After several failed attempts, the MAC layer infarithe
routing layer using a cross layer interaction. im approach,
the cause of that unsuccessful communication is teethe
routing layer. If the last received power of thestileation
node indicates that it is reachable, the routingedais
ljnformed, using the variable xmit_reason with thalue
XMIT_REASON_HIGH_RSS. Depending on this
information a node will decide whether it perforamgoute
repair or not.
In this paper, we propose an Energy aware Predictiv
reemptive Ad hoc On-Demand Multipath Distance Wect
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(E-PPAOMDYV). It is an on-demand routing protocoked routing and show that using the drain rate for peaweare
on new metric, were we propose an energy-awareute selection offers superior performance results
mechanism, which exploits the residual energy afesoto The author of Stability-energy consumption trademffong
select the paths according to the energy leveheif nodes, mobile ad hoc network routing protocols [14], présan ns-
and that aims to create congestion-free routesd)ing use 2 simulation based analysis on the energy consompif
of information gathered from the MAC layer. Also wethe stability-oriented on-demand mobile ad hoc oekw
propose a cross-layer networking mechanism tongjsish  (\ANET) routing protocols. The stability-orienteduting
between both situations, failures due to congeswon oi6c0ls studied include Associativity Based Rogti
mOb'.“ty’ and consequently avoiding unnepessaryter_ou(ABR)’ Flow-oriented Routing Protocol (FORP) andus
repalr_proEess, where we use a Route I_:a|lur9 E’[I:Gdl lifetime Assessment Based Routing (RABR) prototiodir
Technique” based on the Newton interpolation fdingegting . .

NS . . simulation results show that FORP routes are mtables
whether an active link is about to fail or will liaThe rest of than RABR rout hich table than ABR
the paper is organized as follows. Section 2 dessrielated an routes, which aré more stable than a8

On the other hand, based on the energy consumeubpket

works; the proposed protocol is presented in se@iand its .
performance is evaluated and compared with that ghd the average energy used per node, ABR is bier

AOMR-LM [9] and AOMDV[7] in section 4. Some RABR,whichis better than FORP.

conclusions and future works are given in section 5 In [15], authors propose an energy efficient maltiprouting
protocol for choosing energy efficient path. Thystem also
2. Related Works considers transmission power of nodes and resieoatgy

as energy metrics in order to maximize the netwibekime

o ) ) and to reduce energy consumption of mobile nodée T
In ad hoc networks, energy efficiency is very imMpoL.  gpiactive of this system is to find an optimal @itased on
Energy-aware routing optimization has bee_n treatedcent 4,0 energy metrics while choosing a route to transfata
years. Indeed, numerous routing algorithms haven begsckets. Simulation results show that the propasedting
published to solve 'Fh's proble-m. protocol with transmission power and residual epeantrol

In [9], a new multipath routing protocol, AOMR-LMias  mode can extend the life-span of network and criese
been proposed , it is an extension of the existmgfipath  pigher performance when compared to traditionahag-on-
routing protocol AOMDYV, performing energy-aware 108 jemand multipath distance vector (AOMDV) routing
in mobile adhoc networks. The authors have shovat thprotocol.

AOMR-LM conserves the residual energy of nodes ang [16] the authors proposed a Multipath Routingtpcol

balances the consumed energy over multiple pathg, Network Lifetime Maximization (MRNLM), a protat
Comparing the performance of AOMR-LM with thosetleé 141 defines a threshold to optimize the forwarding

AOMDV([7] and ZD-AOMDV([21] protocols, AOMR-LM is - mechanism. It proposes an energy-cost functionuses the
able to balance the energy consumed. It increabes fynction as the criterion for multiple path seleati During
lifetime, consumes less energy, and has a loweageeend- he transmission phase, they use a method calleda “d
to-end delay than the other simulated protocolsabge paths {ansmission in multiple paths one by one” to betathe
are computed depending on 'Fhe energy level of thaites, energy consumption on the multiple paths.

and the one of the best paths is selected. Multimedia Dynamic Source Routing (MMDSR) [17] is a
In [12], authors analyze the best modulation scheamdl p, ipath routing protocol that is able to self-tigore
transmission  approach to minimize the total energyynamically according to network states. The awthmed
consumption required to send a given number of Bit® e cross-layer techniques to improve the end-tb-en
modulation schemes are compared based on theig¥eneperformance of video-streaming services over neksior
consumptions at their transmitting node. They atershop using the IEEE 802.11e. MMDSR uses an analyticaileho
distance estimation for latency analysis. The hagadce g estimate the path error probability. This modelised by
estimation used to find the minimum number of hopge youting scheme to estimate the lifetime of path this
required to relay a packet from one node to anatbde in a way, they hope that proper proactive decisionshmtaken
random network by statistical method. From the mimh  patore the paths are broken.

number of hops, the authors have calculated theggne |, [18], a distributed power control has been desifjas a
consumption and latency. The statistical modeloismygared way to improve the energy efficiency of routing @ighms
with two other linear models. The result obtainbdves that, i, ad hoc networks. Each node in the network estimthe
the statistical method vyields a better result fdir the necessary power to reach its own neighbors, and thi
performance parameters. _ estimated power is used for tuning the transmisgiower
The authors of [13] propose a new metric, the drai®, ©0 (thereby reducing interference and energy consempti
forecast the lifetime of nodes according to curreaffic |, [23] authors present an extension of the roupingtocol
conditions. This metric is combined with the valokthe AODVM[22]. They propose to improve the multipath
remaining battery capacity to determine which not#S be o ting strategy with a path classification to wilthe paths
part of an active route. they describe new routecéen \yit the best energy level to be chosen. They leseduated
mechanisms for MANET routing protocols, which theall - gng studied by computer simulation, the performance

the Minimum Drain Rate (MDR) and the Conditionalieir routing protocol AODVME+ and compared it withe
Minimum Drain Rate (CMDR). Using the ns-2 simulatord AODVM[22] and MMRE[19] protocols.

the dynamic source routing (DSR) protocol, autlansipare v prinj and T. Saadawi, in [24], present the sefagtors in
MDR and CMDR against prior proposals for power-avaripe physical layer that are relevant to the peréoroe

2.1 Energy-awarerouting protocols
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evaluation of the routing protocols. Authors adopt mechanism, which exploits the residual energy afesoto
numerical approach based on Finite State MarkovirChaselect the paths according to the energy leveieif nodes.

channel model to study the performance of an adrboting

Table 1. Abbreviation

protocol under various radio propagation modelseyth

presents a new cross-layer algorithm for joint jdgisand Abbreviated Signification

. . . o Words
routing layers in wireless ad hoc networks, apmythis to
the OLSR- proto.col. to demonstrate the effectiverm‘sEhe. RSS The Received Signal Strength
use of Link Lifetime (LLT) and the channel quality
measured by Signal to Interference and Noise R&INR) CTS Clear To Send
as metric in the selection of routes.

. . RTS Request To Send

In [27], H. Touil and Y. Fakhri propose a Threedme d
solution MAC protocol called QoS Maximization of EB G=(V,E) A connected, directed graph
(QM-EDCA), which is an enhanced version of EDCAsBa
on the fuzzy logic mathematic theory, QM-EDCA|Y Set of nodes
incorporates a dynamic MAC parameters fuzzy logatem, E Set of links
in order to adapt dynamically the Arbitration intBame — _ _ _
Spaces according to the network state and remaanieqgy. | () Link from node i to node |
Their Simulation _result_s s_h_ow that QM—ED_C_A outpenfis ) Residual energy at node u.
EDCA by reducing significantly the collision ratend
maximizing traffic performance and energy-efficignc =) The energy required to transmit a packet from n

In [28], the authors propose an efficient power @yauting

u to node v

hde

scheme for Wireless Heterogeneous Sensor Networ
(WHSNSs), which can provide loop-free, statelessiree-to-

(‘?"i(Uo,Uk) = o, Uy,

The {" path in G between the two nodes=uu, and

sink routing scheme without using prior informatiahout
neighbor.
In [29], I. Aloui, O. Kazar, L. Kahloul, and S. S&gne

provide a new Multiple agents Itinerary Planing BYIwhich
is based not only on geographic information but ae the

amount of data provided by each node to reducestieegy
consumption of the network. Their simulation resighow

that their approach is more efficient than othgirapches in
terms of task duration and the amount of energ

consumption.

Finally, the majority of these protocols have beempared
only with the original protocols, which do not eiqily

consider energy consumption.

2.2 AOMDV Overview
AOMDYV [7] is an extension of AODV[2][3] protocol vére

it computes multiple disjoint loop-free paths inraute

discovery [7]. Authors assume that every node AOMD\
shares several characteristics with AODV. It iseohspon

the distance vector concept and uses hop-by-hofingou
approach. Moreover, AOMDV also finds routes on dedha

using a route discovery procedure. The main diffeeeis in
the number of routes found in each route discovény.
AOMDV, RREQ propagation from the source to the

destination establishes multiple reverse paths bath

intermediate nodes as well as the destination. iplalt
RREPs traverse these reverse paths back to forripraul

forward paths to the destination into the sourcel an
intermediate nodes routing tables. This discoveoggss can

be exploited to collect fresh node information, Fsuas

residual energy.

3. TheProposed E-PPAOMDV

3.1 Protocol Overview
In this section, an improved routing protocol, ndnigergy

Uk Ug = Uy

The minimum residual energy of nodes constituting

Imin(Pi(Uo, W) the path Fuo,uy) for a source nodeydo destination
node y

fsur P (Uo, L)) The total residual energy of the pattuiu)

Eavg Pi(Uo, U)) The average residual energy of the patiofi)

oePi(Uo ) ;231 F?:,?L? ZZ)e:E% ?ﬁggs\;o\ﬁvkr?ich assigns a cost th g

ter Predict Time

P(tr) The value of RSS att

Top Discovery Period

Twarming Transmission time of warning packet

TrreQ Transmission time of RREQ packet

Trrep Transmission time of RREP packet

Nacs The numl_)er of hops between node “A” to node °
of the active route

Ne.o Number of hops between; node S to node D (
new route

c_n_ret Current number of retransmit

max_al The maximum allowed

re_p The received power

re_t The receiver threshold

X_r Xmit_reason variable

X_I_RTS XMIT_REASON_RTS value

X_r_ACK XMIT_REASON_ACK value

aware Predictive Preemptive AOMDV (E-PPAOMDYV), is

x_r_HIGH_RSS

XMIT_REASON_ HIGH_RSS value

presented. E-PPAOMDV is a multipath routing protoco

based on AOMDV protocol, with a new energy-aware
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3.1.1  Problem definition until the RREQ message reaches its final destinatio

Our network is represented by a connected, diregtagh Multiple disjoint reverse paths are computed dutimgroute
G = (V, E) with V| = n nodes and] = | links, whereV is a  discovery like AOMDV protocol [7].

set of nodes anB is a set of links, respectively. The nodes ivhen the destination node receives the RREQ paftisttit
Vinclude a source nodea destination nodetwhich receive Set RREP’smin_re ene field = initial_energy, and it set
data from the source; the intermediate nodes arayRe RREP’ssum re ene field = 0, and it sends the route reply
nodes, excluding the source and destination nadesg the Packet RREP organized as detailed in Table 2.

paths from the source to destination. The follownagations When the intermediate node receives the RREP paitket

are used: first compares its residual energy with the valdettee
« (i j)EE: Link from nodei to nodej, wherei €V and min_re_ene message field; if it is lower, the node replaces
jev the valuemin_re _ene with its own value and increases the

field sum re ene by the value of its residual energy. see
(Figure 1). The same process is repeated untilRREP
message reaches the node source.

r(u) EX+: residual energy at node
e(u,v), ER+, (uv)EE : be the energy required to transmit
a packet from nodeu to nodev. We assume that

e(u,v)=e(v,u) for all (u,v) €E. Table 2. RREP message in E-PPAOMDV
— ) i th ;
* LetPi(up, W) = U, Uy, . . ., Ui be thei path inG between | yoe | s ¢ | Reserved u intl6.f HOP COUNT u intslt
the two nodesly = Uy andu, = U'. - - - -T
o Let ryn(Pi(uo, Uy)), the minimum residual energy of nodes DESTINATION IP ADDRESS nsaddr_t
constituting the pattP;(ug,uy) for a source nodel to DESTINATION SEQUENCE NUMBER u_int32 t
destination nodey, be expressed as : l'\-/:::nErZ'MaEe gg;’g::
r . (P(u,u,)) = min{r (u'J ),WithOs k< j} (1) Sum re_ene Double
-
e The total residual energy of the p&kuo,u,), denoted Tm

rsum(Pi(UOauk))’ is given by ‘ Read destination adresse of RREP

rsum(R (Uo’ Uy )) = Zk: r (ull ) @) Yes

j=0

Am ithe

destination ?
* Leteyg(Pi(uo,u), the average residual energy of a path, l -
be aiven by Select the route with
g . the biggest cost fos : . —
P (U u )) value calculated 25 (4) Update the ogtlng table and TTL:
e (P (u u )) _ rst( i \Ug, Uy 3) fTTL=ITL-1]
avg \" i \"'07 ¥k
k + 1 l - Compute my residual energy
3.1.2  Multipath discovery Sﬂi;ﬁ;ﬁf’s i i“‘”
E-PPAOMDV employs a weight metric in its cost fuoat Yer o
the path weight metrié,(Pi(uo,uy)) which assigns a cost to F\W l
each pathP;(up,uy) in the network. The weight functiofgq _ —
combines the minimum residual energy,(Pi(uo,uy)), and e S S e
the average residual energy of a path(Pi(uo,uy), to select T cmyreeme - .
optimal paths. | |
The fq of the pathPi(up,u) from node u, to nodeuy is v
calculated as: Send the RREP packﬂrtoi ile neighbor via reverse
|

fpd(Pi(uO'uk)):axrmin(Pi(uO’uk))
-a)len (Pwu) @

ag Figure 1. Flow char for RREP in E-PPAOMDYV
For the simulation of our protocol E-PPAOMDV, weosk
o = 0.42, the same value in AOMR-LM [9].

E-PPAOMDYV is a reactive routing protocol; no permah o >
routes are stored in nodes. The source node astiedute €'"O' detection in AOMDV [7]. Upon receiving the ER,

discovery procedure by broadcasting the RREQ messag'I iEtermeﬁiate no?}e recfords tge zrevious hl(')rgae:oargg j[he
similar to the route discovery of AOMDV protocol [7 acket to the next hop. If a node detects a li uring

We modify the format of the RREQ message and thEmRR route maintenance phase, it erases the path feotalite and

message of the AOMDV protocol by adding two nevidse looks for an alternate path toward the destinatiode, if one
themin re en field and thesum re en field is available; otherwise, it sends a Route ErrorRREpacket

When the intermediate node receives an RREQ, ipeoes to the source node. Upon receiving the_ RERR' theceo
its residual energy with the value of thén re en message node selects an alternative path as describedcio8e3.1.2,

field: if it is lower, the node replaces the valmin_re en °therwise, itinitiates a new round of route disexyv
with its own value and increases the fieltn re_ene by the 3.2 TheProposed M echanism for Congestion Control
value of its residual energy. The same procesepeated |, E.PPAOMDV we implemented a cross layer approach

3.1.3 Route maintenance
Route error detection in E-PPAOMDV is similar toute
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that tracks the RSS of received data packet frochea 13

neighboring node in order to know when an adjacexte is
near enough for a successful transmission.

We use a “Route Failure Prediction Technique” bamethe
Newton interpolation (5) for estimating whether active
link is about to fail or will fail, and it can disguish
between both situations; link error at MAC layerswdue to
congestion and due to mobility of nodes to avoi@ th
unnecessary route repair process. The Predict Tigaeis
calculated as (7) and the Discovery Peribgh can be
calculated as (8). The general form of the Newto
interpolation is:

R.00= 3 1l ][] b ) ®
P(tPT) = f[tl]+ f[tl’tz](tPT _tl)
+ f[tl’tZ’t:%](tPT _tl)(tPT _tz) (6)
Where:
f[tvtz’ts] — f[tz’ts]_ f[tlltz] ,
t, -t
fft, ] =zl Tl [tZZ] - ti ],
f[tl]: R f[tz]: P, f[ts]:Ps-

P(tp7) is the value of RSS gy, Py,P,,Ps andty,tots are 1,
2.qand 34 RSS and their received time respectively.

By using Discovery Periodpp , Predict Time ter ) is
shown as:

tor =t +Tpp (7

Top = Tyarning XNa-s * Trreg X Nsp + Trrep XNsp (8)
Where, Tyaming Trreq and Trrep represent the transmission
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begin
14 Get last received power for the node from physic
layer;
15 if (re_p >=re_t) then
16 x_r& x_r_HIGH_RSS
17 esex_ré& x_r_RTS or x_r_ACK;
18 Send packet to up layer;
19 end
20 else
21 Send packet to up layer;
22 end
23 else
24 begin
n2s5 Search for node;
26 if (the packet from this node was received before) th
27 begin
28 Calculate RSS using Newton Interpolation (from
its received powers);
29 if (the signal is weak enough and the node is
moving away) then
30 begin
31 X_r& x_r_RTS or x_r_ACK;
32 Send packet to up layer;
33 end
34 else
35 begin
36 Retry;
37 Backoff;
38 Goto 9;
38 end;
39 end
40 dse
41 begin
42 Retry;
43 Backoff;
44 Goto 9;
45 end;
46 end;

The proposed approach that uses the Newton intipolis
shown here, the algorithml shows also how MAC layer
informs to the routing layer, when several attempis
communicate to the receiver node failed. The normal
behaviour of MAC layer in order to transmit infortiaa to a

time of warning packet, RREQ packet and RREP packeateighbouring node is to send a Request To Send }(RTS

respectively. Also Qs and ry_p represent the number of
hops between node “A” to node “S” of the activeteoand
number of hops between; node S to node D of a oexef
respectively.

Prediction of link|
failure

‘Warning packet

—

Figure2. Node A predicts link failure

Algorithm 1: Retransmit RTS/DATA

1 c_n_re&-current number of retransmit
2 max_ak- the maximum allowed

3 re_p& the received power

4 re_t< the receiver threshold

5 X_r € xmit_reason

6 X_r_RTS< XMIT_REASON_RTS

7 X_r_ACK €XMIT_REASON_ACK

8 X_r_ HIGH_RSS XMIT_REASON_ HIGH_RSS
9 Retransmit RTS or DATA,;

10 if (c_n_ret> max_al) then

11 begin

12 if (xmit_failure) then

this communication fails, the MAC layer waits (baok

time) and tries it again later. After several amuccessful

attempts, the MAC layer informs to the routing laykat
communication was unsuccessful.

In our approach, the reason for that unsuccessful

communication is sent to the routing layer.

If the last received power of the destination node
indicates that it is reachable, the routing laysr i
informed, using the variable xmit_reason with tladue
XMIT_REASON_HIGH_RSS (see Algorithm1).

In this case, the routing layer should interpretatth

communication to destination was not possible, bestause

of a broken link but rather congestion, therefomute

maintenance is not needed. If that is not the readstivered

to the routing layer, a route maintenance processquired.

The implementation is divided into two parts:

The first part, keeps the last three received $igfram a

node in an array, and computes RSS using Newton

Interpolation (from the received data packets)aas (

If the signal is weak enough and the node moving
away, the MAC layer sends a Request To Send (RTS).

The second part decides the kind of message (illré,

either due to errors or due to congestion usingadigtrength

of neighboring nodes) to be sent to the upper layer

Transmitting information to a neighboring node inA®I

layer is preceded by the exchange of Request Ta Sen
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(RTS)/Clear To Send (CTS) frames.
If this communication fails, the MAC layer waits
(back off time) and retransmits later.
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arise, but AOMDV will interpret that it was due taobility,
where actually, it was due to congestion. Therefahe
process of route repair should not be performedesii

After several unsuccessful attempts, the MAC layencreases even more the congestion, decreasingvirall

informs to the routing layer that communicationPerformance of the network. The proposed ameliomatill

failed, using the variable xmit_reason with theueal
XMIT_REASON_RTS or XMIT_REASON_ACK
(see Algorithm1).

3.21 Extension of MAC Layer

AOMDYV [7] interprets a link failure (in MAC layerps a
broken link, even when it was caused by congesdiothe
receiver. The sender node should know why commtioita
was impossible. We implemented an approach theltgréne
RSS of received data packet from each neighboraug nn
order to know when an adjacent node is near endagh
successful transmission. If lost packets were doe
congestion and high traffic, AOMDV triggers routepair,
and this can affect the network performance. If fmsckets
is due to low signal quality or misrouted packéten route
repair is needed because the receiver is not rbcha
Afterward, the signal strength of neighboring nodas be
used to detect the reason for lost packets, dishgng
between congestion and broken links due to mobilit
because in the last case, the receiver is unrekchad its
signal strength is now available. The implementatis
divided into two parts; the first part, keeps tlaestlthree
received signals from a node in an array, and coespRSS
using Newton Interpolation (from the received dad@kets)
as (6); if the signal is weak enough and the nodeimg
away, the MAC layer sends a Request To Send (RT®).
second part decides the kind of message (linkrigilaither
due to errors or due to congestion using signangth of
neighboring nodes) to be sent to the upper laybenaver
the communication is impossible but the destinatiode is
in the transmission range of the sender.

Transmitting information to a neighboring node inA®I

layer is preceded by the exchange of Request Ta Setp

(RTS)/Clear To Send (CTS) frames. If this commuitiica
fails, the MAC layer waits (back off time) and m@atsmits
later. After several unsuccessful attempts, the Mlager
informs to the routing layer that communicationlefdi In
our approach, the reason for that
communication is sent to the routing layer. If thest
received power (the result of Newton interpolatiarfi)the
destination node indicates that it is reachable, ributing
layer is informed, using the variable xmit_reasoithvthe

make AOMDV capable to distinguish between both

situations, avoiding the route repair process wtren link
error at MAC layer was due to congestion and nat th
mobility of nodes. In our approach, when a nodeasable

to communicate with a neighboring node, MAC layer

informs to the upper layer that there was a probtestuding
whether the neighboring node is still reachablenot (see
Algorithm1). Therefore, the sender node does notopa
route maintenance if it was informed that the nkaging
node is still reachable.

4. Simulation and Performance Results

%Ne have used the implementation of AOMDV [7] in th&
simulator version 3.35 [10]. Our results are basedthe
simulation of 50 wireless nodes forming an ad hetwork
moving about in an area of 1500 meters by 300 mdtar
200 seconds of simulated time. Two Ray Ground ctfla
model
andomly.

he movement scenario files used for each simulatice

characterized by a pause time. Each node begins the
in the

simulation by selecting a random destination
simulation area and moving to that destination apaed
distributed uniformly between 0 and 10 meters jpeoad. It
then remains stationary for pause time seconds. §d@nario
is repeated for the duration of the simulation. Wéery out
simulations with movement patterns generated foifférent
pause times: 0, 20, 40, 80,160 and 200 secondauseptime
of 0 seconds corresponds to continuous motion,aapduse
time of 200 (the length of the simulation) corresg® to
limited motion. Constant bit rate (CBR) sources ased in
the simulations. The packet rate is 4 packets vgeen 30

evaluate performance are:
Average Energy Consumption: It is the average energy

consumed by all nodes in the network. This showdd b

minimized.

unsuccessftil Average end-to-end delay of data packets: This includes

all possible delays caused by buffering during eout
discovery, queuing at the interface queue, retréssaon
delays at the MAC layer, and propagation and teansf
times. This should be minimized.

value XMIT_REASON_HIGH_RSS (see Algorithm1). In* Packet delivery ratio: The ratio of the data packets

this case, the routing layer should interpret
communication to destination was impossible, naalbse of
a broken link but rather congestion, therefore, teou
maintenance is not needed. If that is not the redstivered
to the routing layer, a route maintenance processquired.

3.2.2 Extension of AOMDV

When a node tries to communicate with a neighboniode
and this communication failed (after several atttsmpAC

that

delivered to the destination to those generatedhiey
CBR sources. This should be maximized.

e Throughput: the overall rate of transfer (received bytes/

Time of simulation) which should be maximized.
» Normalized routing load: The number of routing packets
transmitted per data packet delivered to the detsin.
This should be minimized.
We report the results of the simulation experimdatsthe
AOMDV protocol, AOMR-LM, and for E-PPAOMDV.

layer sends an error to the roqting layer). AOMDiterprets Figure 3 shows the energy consumed in differenhates
that the neighboring node is not present anymord a%y the E-PPAOMDV, AOMR-LM, and AOMDV protocols.

communication failure was due to mobility.
In a scenario without mobility communication fagsr may

E-PPAOMDV consumes less energy than AOMR-LM or

AOMDYV, firstly, because E-PPAOMDYV is able to balanc

was adopted. Nodes positions were generated

urces are assumed. The performance metrics wsed t
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the energy between paths. Thus, energy is balaoced 700
across the network, reducing uneven energy consompt
850 ]
360 ;
AOMDY —o— o
AOMR-LM 2 600 |
250 | E-PPAOMDV < /\D\
=] s 550 !
& f
X o340 L 2 {
3 E‘
=) T 500 b
5 @k 2 /
5 \:\ 2 as0 )
[<F
o 320 b a ‘
3 : !
3 400 AOMDYV —a— |
g 310 + 1 - AOMR-LM
o 250 | ‘ ‘ E-PPAOMDY |
= 300 r 1 0 50 100 150 200
Pause time
290 : : : Figure5. Packet delivery fraction
0 50 100 150 200
Pause time Figure 5 represents the simulation results for deévery
Figure3. Average consumed energy ratio metric. The results indicate that the paclelivery

ratio increases with the increase of the pause filoe

Secondly, E-PPAOMDYV is able to avoid nodes with |0V\{,nobi“ty) For example, when the pause time incesasom
energy in the construction of the multipath. Thyrdl 80s t0. 200s the’ packet delivery ratio increases
E-PPAOMDYV reduces collisions by reducing the numdfer approximately ’22%_ Also, it can be seen that sigaift
retransmissions; these have a positive impact erettergy performance gains betweén 2-10% in the deliverip naere

consumption of nodes. In fact, the nodes use lesgyg for obtained from E-PPAOMDV over AOMR-LM
transmitting a packet correctly. It can be seenh shgnificant '

performance gains between 1-3% in the average gnel -
consumed by all nodes, were obtained from E-PPAOMD I -
over AOMR-LM. E—
180 |
2000 i
0 ."I\D\
1 =} !
1800 2 f
= 160 :
. E
o 1600 E
c o
> 2
B 1400 £ 0t
3 = .
o /
L1200 | | AOMDV —a—
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Pause time Figure 6. Throughput
Figure4. Average End to end delay Figure 6 represents the influence of mobility orotlyhput

by varying pause time. The result indicates tha¢ th

In Figure 4 the results obtained for the end-to-eiethy ) N
throughput increases with increase of the pause filow

metric are presented. We observe that the enddadelay is

affected by the route repair procedure because miatkets Mobility) because the more collisions take place thore
are buffered until an alternative route is fountieTresults time is needed for a successful transmission révieals that

show that the end-to-end delay of E-PPAOMDV is loweWhen pause time decrease (high mobility), the siolfis may
than those of AOMR-LM and AOMDV. The two reasone ar 9"0W up and significantly affect the throughputr Beample
that our E-PPAOMDV protocol favors nodes havingighh When pause time decreases from 200s to 80s thegipait
energy level and prevents the critical nodes frorfl€crease by 20%. Also, it can be noticed fromfipizre that
participating in the data packet transmission. Thisduces Significant performance gains approximately 5% in

fewer broken links and greatly reduces the endatbdelay. throughput were obtained from E-PPAOMDV  over
On the other hand our proposed mechanism; disghguiACMR-LM, in the pause time 200s. Figure 7 shows the

between both situations, failures due to congestipn Normalized routing load against the pause time. Mbgic is
mobility, and consequently avoiding unnecessaryterou@" indicator of protocql efficiency and a relativeasure of
repair process. Figure 4 shows a gain of about 38sof Ccontrol packets (routing overhead). E-PPAOMDV  difer

E-PPAOMDV over AOMR-LM, in the pause time 200s. higher efficiency (lower normalized routing loatfygughout
the graph. When the maximum number of retransnissi®
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reached, the MAC layer notifies the routing layeattit was We have shown that E-PPAOMDYV conserves the residual
unable to deliver the traffic to the next hop ahd touting energy of nodes and balances the consumed enemyy ov
scheme generates a RERR packet to notify the safitee  multiple paths.

connection that the path is broken.

AOMDV —o—
AOMR-LM
E-PPAOMDV

MNormalized routing load x 100

200 ¢

150

100 150
Pause time
Figure 7. Normalized Routing Load

50 200

As a result, the source node searches the cachdtdonative
paths to route its traffic and, if none is foundpew route
discovery process is instigated. AOMR-LM and AOMD
have alternative routing paths cached but they iwiirpret
communication failures that it was due to mobilityhere
actually, it was due to congestion. Therefore, ghecess of
route repair should not be performed since it iases even
more the congestion, and triggers new route digtese
which increase the normalized routing load. On dlieer
hand, E-PPAOMDYV has alternative QoS-aware routip
cached, and the affected traffic is switched to ofehe
alternative paths with highest capacity (the bigdgs and
E-PPAOMDYV does not perform route maintenance Wats
informed that the neighboring node is still readbalE-
PPAOMDV triggers new route discoveries only when
routing path is available in the cache of the seurode or
the neighboring node is not reachable resultingoiwer
routing overhead and, consequently, the normalipeding
load. It can be observed from Figure 7 that thgééy gains

This concept extends the network lifetime and impeo
energy consumption when compared with AOMR-LM
protocol. Comparing the performance of E-PPAOMDVhwi
those of the AOMR-LM and AOMDV protocols,
E-PPAOMDYV is able to balance the energy consumed; i
increases the lifetime, consumes less energy, hiasver
average end-to-end delay; has a higher throughmasg, a
higher packet delivery ratio and has a lower noizedl
routing load than the other simulated protocolscase: 1-
paths are computed depending on the energy levéieif
nodes; and the best path is selected. 2- Our utiatocol
reduces collisions by reducing the number
retransmissions; these have a positive impact erettergy
consumption of nodes. In fact, the nodes use lesgyy for
transmitting a packet correctly.
Since less MAC errors, less route errors, and lesge
changes provokes lower routing overhead in the otwAs
the routing overhead is decreasing, the nodes ble ta
transmit more data packets; therefore, a high@utitrput is
obtained (up to 5% ); also, a gain of about 33%\mrrage
end to end delay, while the packet delivery ratiincreased
with approximately 2-10%. As a result, a significan
Vperformance gains between 1-3% in the average gnerg
consumed by all nodes, were obtained from E-PPAOMDV
over AOMR-LM.
In the future, we plan to study the QoS multilayer
management; (MAC, network) can be enhanced to declu
the application layer. In this case, the applicatimyer can
adjust the flow rate according to the informationyided by
the lower layers.
Our approach proposed, is developed with the dbgecf
avoiding disconnections and maximize lifetime of METSs.
The main idea makes sense in streaming over MANETS,
nexample: one of the important applications of strieg over
a MANET is in a disaster recovery operation. Irisasdter hit
area, the communication infrastructure may be dachagy
absent and it may be vital to establish a temponatyvork
that assists the rescue workers during their respaeation.

of

of E-PPAOMDV over AOMR-LM is of 27,5% and happensych a network would help in facilitating commurtioa

with 80s of pause time. This has a good impact roergy
because the number of control packets generatediis

5. Conclusion and Future Works

Mobile ad hoc networks are characterized by theik |of

infrastructure and their dynamicity: link failuresxd route
breaks occur frequently. Moreover, the frequentingea of
topology exhaust the batteries of the nodes, whatreases
the network performance.

In this paper, we have proposed an Energy awardid@ire

and cooperation between the various emergency teams
involved in the rescue operation. Mobile deviceat thre
carried by the rescue personnel may be used tanstlize
video captured through a cam, to a central sefMais live
stream can be used to timely dispatch medicaltassis and
supplies to the right areas and people who neenh tine
most. The application of streaming over a MANETnhist
confined to a rescue operation and may span malmgr ot
application areas such as battlefields.
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