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Abstract: This study indicates that the assignment of mutipl smaller width channels is their longer transmissiange.

channels with different bandwidths to links of aEE 802.11
wireless mesh network can drastically increase#pacity of these
networks considering equal amount of available tspet

However, this is possible only for networks whemuters are

equipped with multiple radios. In this contextstipaper proposes a

metric used to select the amount of radios andhaafithe channels
to be used in each link, as well the routing pdtht tenables a
decrease in the interference between those linke Wge
simulations in ns-2 to assess the proposed routiegric and
compare it with others in the literature. The oh¢al results point
to an increase in the capacity of the studied nedsvo

The transmission range of a link depends on thenmoim
power required for the receiver to decode the trihsd
signal. This power, called minimum sensitivity (S§%
directly proportional to the channel width; themefo the
lower width a channel has, lower is the value ofa8d,
consequently, longer is the transmission rangé][3,
Chandra et.al [3] carried out experiments demotisgdahe
effects of using channels of different widths one th
throughput and range of transmitted signals. Inpéuger, the
authors develop an adaptation algorithm establishime
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1. Introduction
The great applicability of Wireless Mesh NetworkgMINs)

makes important to increase the maximum end-to-eqg,

throughput of the routes used by their flows, &sown as
network capacity (bits/s) [1].

In order to increase the throughput of WMNs, mo

researches related to routing metrics [2], consideruse of
fixed width communication channels (e.g. 20 MHz f6EE

802.11 technology); however, researches reveal thet \ynN: however

with one transmission radio.

Yuan et.al [5] developed a MAC (Medium Access Coltr
protocol and algorithm able to adapt to the chanvidth,
frequency and transmission time of Cognitive Rad®@Rs).
The CRs are equipped with two (02) radios, on@tate the
ite spaces and the other for transmission. Is ¢bintext,
the authors propose modifications in the 802.11 M&C

Sgenerate the messages of the proposed protocol.

arvalho and De Rezende [4] proposed a metric that
generates values used to execute routing, estalitish
amount of radios and channel width applied to thieslof a
the amount of radios is established

performance of wireless networks can be improved Ryasically and routing metrics values do not actofam

employing communication channels of different wlfe.g.
5, 10 e 20MHz) [3].

The application of smaller width channels (e.g. 5¥H
enables an increase in the network capacity faaidgrge
number of links competing for the spectrum. Firstilye
division of the spectrum into a higher amount dhogonal
channels decreases link contention; secondly, fetsal
network efficiency increases by using parallel sraissions
with smaller width channels. As an example, we hipue
(04) channels of 5MHz able to carry out a paraded
shorter transmission time of four
compared with a single channel of 20MHz;
transmissions occupying a total bandwidth of 20Miizthe
case of the 20 MHz channel width, serially; it’®mspfour
(04) times the MAC-layer waiting times (e.g. cortgas
window and Inter Frame Spaces) in the transmissidmch
increases the total transmission time. In contrakgn the
amount of links competing for the spectrum is sraaltl if
routers have few number of transmission radios,utse of

interferences.

In this paper, we work with WMNs scenarios with tens
able to adapt communication channel width; theesfave
propose a metric implemented in the network layeorider
to increase the end-to-end capacity of routes,
consequently increase the network capacity. Metalues
are used to establish the routing flows; conducncel
assignment, select the width of each channel andseh due
to the existing interference, the amount of tramssion
radios used in each link. According to the bibleggnical

and

(04) frames wheRogearch, this paper is pioneer at proposing aieneith
both4jyes employed to perform all of those tasks. 3gess the

proposition and compare it with other metrics ine th
literature, we employ simulations in the NS-2 withe
physical interference model as in [6, 7, 8, 9].

The paper presents the research divided in thewoil
sections: Section 2 — related studies; Section 3he-
proposed routing metric and mechanisms used tardite
routes of greater capacity; Section 4 — simulation

larger width channels generates the most satisfactaenvironment and settings which describes the meloggt

spectral efficiency [4] due to the higher capaafythese
channels [5]. Another advantage of links estabtishie

employed to simulate channels with different widihdNS-
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2; Section 5 — assessment of proposed metric \eitalts
compared with other studies in the literature; Bact —
conclusions and future work.

2. Reated Studies

ETX metric (Expected Transmission Count) [2] use
measures of frame delivery rates in the ditgand reverse
dr link. Equation ETX = 1/(df x dr) represents the camt
of transmissions required for the data frame dhla ¢; ; to
be received in j, and the ACK frame to be received

The objective of ETT metrics (Expected Transmisdiane)
[10] is to estimate the total time, including resenissions,
required to transmit and acknowledge a frame imla lIn
equationETT = ETXX%, ETT is the metric value for a

link e; ;, ETX is the value of ETX metric for the same liisk,
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B-MTM metrics (Burst per Medium Time Metric) [4] ba
values given through the inverse of the sum ofctiygacities
of all link e that belongs to a physical ligle. Being a
physical linkpe a set formed by one or more individual links
e established between nodésj) in channels of widthy.
¥he metric values are given in equatibr MTM,, =
1/ (qRpex Cap,), Where qR,, is the amount of radios used
in a physical linkpe and Cap, = (8 x Lyppy)/t is the
calculated theoretic capacity of all links thatdrejs to the
physical linkpe. Where L, andt are the average size
and the transmission time of a MAC Protocol DatatUn
respectively.

2.1 Commentsregarding the existing routing metrics

All routing metrics cited in this section could Wwom a
Multi-Channel Multi-Radio (MCMR) WMN. However, with

and B represent, respectively, the frame size and framgs, exception of BMTM metric, no other uses in its

transmission rate.

The value of WCETT (Weighted Cumulative Expected

Transmission Time) metric [10] is determined foroatep,
according to equatioWCETT = (1 —f) X X[, ETT; +
Lxmax1</<#X;. Term /=1n£777 represents the sum of
the ETTs of the links in the route; temmax, < j<, X; returns
the sum of links transmission time of the route, tre
channelj with higher occupation time. Variablg is a
parameter with value in the internvak j < B, wherep
with value close to one (01) favors the choice wfhar

calculations the amount of radios and channels witlth a
outer can establish links with its neighbors. histcase,
these metrics cannot be used to establish a littk wultiple
radios and channels as the scenario (l) of Figurm his
scenario, there are two channels (c1 and c2) andbtiter A
uses its two radios to establish a link to commateionith
router B. In this case, we find that the existingtrics are
not able to take advantage of all the Available cBpen
(AS), despite the existence of radios that can & ufor
this. Scenario (ll) of Figure 1 shows how is thearuhel

capacity routes anfl with value close to zero (0) establishesassignment in MCMR environment for the routing riestr

the choice of lower delay routes.
MIC metric [11] determines values for a pattaccording to
equationMIC = S imkiimp IRU, +

Nxmin ETT
node [ in pCSCY In this equationdis the number of routers
in the network andmin (ETT) is the lowest ETT value
among network links. There are also more two terfiee
first term is calledRU (Interference-aware Resource Usage
with values calculated bARU = ETT;xN,, whereETT; is the
ETTof a link! that is part of patlp and,N; is the number of
routers that are neighbors of libland, that are interfered by
the transmissions of link CSC (Channel Switching Cost) is
the second term of MIC metrics with values given if
Equations (1), (2) and (3).

CSC; =wl if CH(prev(X)) = CH(X) (1)
CSC; =w2 if CH(prev(X)) = CH(X) (2)
0<wl <w2 (3

In these equations, variabléSC; represents the channel
CH(X) assigned for transmission of router and,
CH(prev(X)) represents the channel chosen by the rout
that is previous than in the route. Variablesv2 > wl
captures inter-flow interference, assigning greatgight
values if the channel chosen by routés the same channel
chosen by the previous router thain the route.

In [12] equatiorEETT, = Yynkieisqy ETT; calculates the

of the literature. Router A may only establish §nising
multiple radios on different channels; each linkssablished
with different routers (routers B and C).

Scenario (1) Scenario (1)

Figure 1. Link establishment with multiple radios

Regarding to the B-MTM [4] metric, despite it castablish
one link using multiple radios; its problem is tlaek of
dynamicity. To determine values, this metric usasically
the maximum amount of radios that a router hastabdish
& link. Thus, this metric could be used to creh&edcenario
| of Figure 1, where is used 2 radios to establisk AB.
However, in this same scenario, if it is necessamstablish
a new link between an other pair of routers (e.an@ D)
that interferes with link AB; the B-MTM metric wadilnot
generate values that represent the interferenaeebetlinks

EETT metrics (Exclusive Expected Transmission Timehnd would be used to establish both links AB andBihg

EETT, of a link[ is the result of the sum @&fT'T; of each link
iin the Interference Séf (1) of link [; wherelS(l) includes
link [ itself. The sum oEETTs of the route links gives the
metric value of a route.

the same 2 radios in the same two channels (ct2nd his
would cause contention between the links AB and CD.
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3. Determining routes and channels for MCWMR-BEETT metric considers to determine its value
i\ i ; the existence of multiple radios transmitting osirggle link
capacity Increasing and the existence of different communication channe
The following subsections explain the mechanisnts an widths. Similarly, the MCWMR-BEETT metric aims to
proposed metric. increase the capacity of the network routes. UriikglTM,
L : the MCWMR-BEETT extends EETT metric and therefore
31 D|y|son and use of theAvaaPIeSpectrum (AS.) considers both intra and inter-flow interferencésother
According to [17], a node paii,j can establish an gifference between the B-MTM and MCWMR-BEETT
individual link e; ; -« in @ channet,, of widthw. A physical refers to the number of radios used for transmissia link.
link pe; ;co, or justpe, is the set formed by one or morein MCWMR-BEETT proposal, and unlike the B-MTM [4],
individual links e established between noded,j) in this amount of radios can vary depending on thebemof
channels of widtho. In this paper we call physical channelother links that interfere with the link to whick being
pc® a set of channels of widi through which a physical calculated the metric value. _ _
link is established. To establish a physical likough Eduation (4) presents the calculations to obtagnviidues of
multiple channels, it is required that a node [4if) has MCWMR-BEETT (Multi-Channel-Width Multi-Radio Bits
and provides multiple radios to communicate to anether. Per EETT) metric, also called just BEETT. It is ailth
As an example of applying physical links and phasic objgctlve metric cqmpo;egl of the product of three
channels, we shall consider a case in which theilabla yanabIeSa, & andy, with minimum value of 1.0; the lower
SpectrumAsS = 20MHz and a pair of nodes (e.g. A and B)ItS value the better the result.
that have each, two radios communicating in chanoél MCWMR — BEETT =a-6-y (4)
10MHz width. If the node pair AB verifies that there i8 N cap,,,  -P¢-data® Fpetdata®
interference, it would use their two (02) radiosstablish @ = Cape; ~ SeepeCare _Zeepef}LEdT“Tm )
physical link that uses two orthogonal channeld @¥Hz. [1S(pe)| ‘
In this case, the AS would form just one physidarmel § = max (W’l) (6)
PC® = {pc® = 1'%} compo;ed of two (02) individual y = max (ﬁ,l) — max ( AE ’1) )
channels c¢®of 10MHzwidth (e.g. pc® = 110 = 0s 11S(pe)l-qRpew
{c® = 119, ¢® = 219} |n a second moment, routers C andrhe objective of variabler in Equation (4) is to choose
D establish a link that interferes with link AB. this case, Physical links with higher capacity; it is given biye ratio
the routers of both links AB and CD to avoid intevf between the theoretical value of capadityp,,. and the
interference would use just one (01) radio to distala link  effective capacityCap,, for a physical linkoe. In Equation
through one channel with its neighbor. With thiciden (5), qR,. represents the amount of radios used in the
each pair of routers would divide the AS in 02 ptgk physical linkpe, Lg,;:, is the frame size in bytes, afidis
channels forming the sBC® = {pc® = 10, pc® = 21°} the sum of the data and acknowledgement transmissio
and being each physical channel composed of just ofimes of a link, also showed in Equation (9) of tRec4.1,
individual channelc® of 10MHz width (e.g.pc® = 1 = and which depends of the modulation and channel
{c® = 119} andpc® = 210 = {¢® = 219}). In this case the widthw e_{5,10,201_\/1Hz_}. The effective capacit_y_ of the
pairs AB and CD establish their links over the tmggand Physical linkCap,, is given by the sum of capaciti€sp,

non-interfering physical channelc® = 1'° and pc® =  ©f individual links that are part of physical lipk. Cap, is
210 respectively. determined in Equation (5), where variall&€TT, is the
I value measured for EETT metric for all linke pe.
- 2 channels of 10MHz Term & in Equations (4) and (6) is a ratio between the
oty 9] gup 10 /\ amount of physical links interfering in the physitak pe,
(=< =< represented by the Interference 86(pe)| and the amount
| A of e_X|st|ng physical c_hgr_mels, given l_Jy the |&&1®|,
ED - 20MH: obtained through the division of the available $peun AS
into a set|PC®| of physical channels. The objective of this
pe¥e 110 ot 5 © ehannel of 10MHs ratio is to choose physical links with lower amooiitother
interfering physical links. The lower value of tedms one
1 0ctp 0 ) /\, (01) and indicates that a link has at least itaglinterferer.
— ] ? ‘[;-7‘ Finally, termy in Equations (4) and (7) represents the ratio
between the available spectruS and the Occupied
ED - 20MHz Spectrun0S; in the case all of the physical links that are

part of the sekS(pe), decide to employ physical links with
the same characteristics @s (e.g. channel width). In

Equation (7),I1S(pe)| is the amount of physical links of the
32 MCWMR-BEETT Metric Interference SdS(pe), qR,.is the amount of radios used in

The proposed metric is called MCWMR-BEETT (Multi-the physical linkpe and,w is the channel width employed in
Channel-Width Multi-Radio Bits per EETT) is able tothis physic_al link. Valug 1, within functiomax represents
choose the amount of radios and width of channgdsl un that;heA_S is fully occupied. h lculati f f
each link and perform routing in order to decreasg! this time we comment on the calculation of teéimo

interference between links. As the B-MTM metric,[#he Equatiqn (6),' For. sim.ulat.ions, ,it was develo_p(?d a
centralized simulation script in which we used Bijia's

Figure 2. Spectrum division into physical (group of
channels) and individual channels
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algorithm to determine the routes in the networdtaBlished
routes are stored in tables. These tables were toseldeck
the amount of physical linkgS (pe)| that are established in
channels with spectrum that overlaps the physicéd 1o
which we want to calculate the metrics’ value.

Another comment is about the determination EXTT,
variable of Equation (5). As presented in Sectigntiz
metric value of a linke is given by the sum of ETTs of all
links that are part ofS(e), this set formed by the interfering
links of e. Thus, theEETT, value of Equation 5 is given by
EETT, = Yinkezeis ) ETTez. In the latter equation,
variable EETT, represents the EETT value for a individua
link e; j .». In the same equation, variadiéT,, represents
the ETT value for every individual linke2 that is part of the
Interference Set of link.

3.3 Egtablishing Routes

In Equation (8), we useHEETT,, to represent the value of
the proposed metric for a physical lipk, andBEETTg, to
represent the value of the metric for a raRe

BEETTg, = (1 = B) x
z BEETT,, + f x max BEETT,,
pe € Ro
pe € Ro

As in WCETT metric, is an adjustable parameter with
values between zero (0) and one (01). For the sisweg of
MCWMR-BEETT metric, § assumes value 0.5. Term

(8)

Ype e Ro BEETT,, represents the sum of the metric values fo

all of the physical linkspe of the routeRo. Term
maxy, . go BEETT,, represents the greater metric valu
among the links of routRo. The former term of Equation
(8) functions to decrease the number of hops inrthge
since the higher the number of hops the highemptioeluct
time X frequency consumed by the links of the route, an
consequently the higher the produtitne X frequency
denied to other links. The latter term of Equati(8),
functions to establish the choice of higher capdaiks.

To establish the metric value of a route, we dgwedba
modified version of the Dijkstra’s [18] algorithreaeiving a
metric matrix of sizdV| x |V| x |PC|. Therefore, before
establishing a route, it is required to determhegize of the
dimensionPC| of the metric matrix, wher&C is the set of
physical channels that is given B¢ = UY¥ PC®. We
established the set of physical channgf| of width w
according to aforementioned as described in Sedtibn

4. Simulation environment and settings

This section presents the model incorporated td\Be? to
simulate different channel widths and the effectsthas
modeling on transmission time, throughput and ciéyaad,
transmission range of a link.

4.1 Channels of Different Widths and Effects on Links
Transmission Time

To implement the effects of using different chanwéths
on link’s transmission time, we used the NS-2.33hwi
support to multiple channels and multiple radiosCiMR)
proposed in [13]. By using the MCMR model, it isspible
to simulate, for instance, the scenario of a liskablished
through one or more communication channels. WithMRC
model, each wireless node has one instance of
application, transport and network layers and, oneénore
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instances of link and physical layers, where edgysical
layer is associated with an orthogonal channel.

In addition, we used and implemented modificatidns
MAC 802.11g [14] and agent NOAH [15]. The latter
received a staggering scheme, where in a transmmitide
each segment received from the transport layerigsarded,
cyclically by the network layer, to one of the stagf the
link layer.

In the case of MAC 802.11g [14], we implemented
modifications to represent the differences in th@gmission
time of frames transmitted in channels of differentths
(e.g. 5, 10 and 20MHz) and with different modulatide.g.
used to offer data rates of 54, 48, 36, 24, 18,92and
6Mbps) of OFDM physical layer IEEE 802.11. These
differences in the transmission time of frames eflon
differences of links capacity. Variables of Equasiq9) to
(13), exceppB [3], appear codified in the extension of [14] in
order to represent the total transmission tifheand the
acknowledgment time of a MPDU (MAC Protocol Data
Unit) of IEEE 802.11g OFDM physical layer; variatfieof
Equations (12) and (13) is a parameter with valiwergby

B =20MHz/w, where w €{5,10,20MHz} is the
communication channel width. We observe in the
establishment of8, as the channel widthh decreases, the
values of the data and the acknowledgment trangmiss
times ¢para andt,cx) of MAC 802.11, respectively,
increase. We introduce parametgr and modify MAC
§02.1lg of [11] in order to represent transmisgiore and
acknowledgment time of a frame according to thenobh
width. Other variables and constants of Equati®sq (13)

Gre as follows:t;y,, in Equation (9), is the contention

window time;ts; or = 20us of Equation (10) is a slot time;
tpirs, in Equation (11), is the waiting time of a Dibuied
ter-Frame Spacey; s = 10us is the time of a Short Inter-

n
4:rame Space;,r4 andt,-x represent the transmission time

of a data frame and of an ACK frame, detailed imdigpns
(12) and (13). In these last two equations, = 20us ,
tsym = 20us and the value 22 are related to the physical
layer of OFDM representing, respectively, the MPDU
preamble transmission time, the OFDM symbol trassion
time and, the sum of bits in service field (for ther
applications) and tail field (end-of-frame delinmjteAlso in
these equationsR is the transmission rate generated
using modulationmR (e.g. modulationm54 hask = 54),
6us is the value of time named Signal Extensiorn e
function of including additional processing time the
demodulator. For variabl® of Equation (13) value is
always assumed, since the ACK frame is always mnéted
in IEEE 802.11 basic rate. In Equation (12),, =
34bytes and Lp,r,4 (variable size) represent, respectively,
the size of the MAC header and data frame of MA¢&taln
Equation (13)L,cx = 14bytes represents the size of an
ACK frame.

T =ty + tpips + tpara + tsips + tack (9)
tew = 8 X tgo (10)

tpirs = 2 X tgor + tsps (11)

22+8(LmactLlpara)
toara = B [tyr + toym (o MACHEDATA)

o )] + 6us (12)
22+8-L

tack =B+ [tp‘r + tsym " (ﬂ

We this

by

Sac)] 4 6us (13)

summarize section commenting that the

theodifications in width of a wireless channel chamgke

values of variablest,. e tsmy,, Which account for the
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transmission tim& (Equation 4) of an MPDU and the ACK of 20, 10 and 5 MHz channels reached their vatwesind
frames in the wireless channel. This change invdlees of 20, 30 and35Mbps for the exponential source rate. These
the two variables is represented in Equations éi®) (13) results corroborate the findings of [4], which sththat for a
through the use of variabl@ = 20MHz/w, with @ € same value of occupied spectrum, a set of smalldthw
{5,10,20MHz}. In this equation we can note that bychannels has higher capacity than larger width wéksnin
reducing the channel width, the higher is the tndiesion IEEE 802.11g. In both figures, we observed thabieethe
time of an ACK and MPDU frame. channels of width 5, 10 or 20 MHz reached theiracites,

. . . the throughput value is the same for all of thencleds;
4.2 Channels of D|ffere_nt Widths and Effects on Links therefore, the three (03) curves are coincident.
Throughput and Capacity

. . . 40 F 1 channel of 20MHz ]
We used the NS-2 with the abovementioned configanat 2 channels 81; fowte

in frame transmission times that depend on chawitth to g | AN CER0ED)]
simulate the scenario of Figure 3 where Routerahgmits wol 2 |
frames to router B, using 01 or more orthogonalnclets

c=(1,..,|C]) of width w € {5,10,20MHz}. Each router
is equipped with|C| = gR radios attached each one to
channel and, has the same numlgdr= gR of instances of
the physical layer and data link layer protocofs.ebch of
the routers there is only one instance of the aafdin,
transport (e.g. UDP) and network (e.g. IP) lay@tgeols. In
a transmitter router, the messages generated in
application layer are passed to the transport Jeged then

25+ B

Q
@Ean throughput/capacity (Mbps)

20 B
15 B

10 B

—

to the network layer that cyclically muItipIexestai@rams to 5 5 0 15 20 25 30 3

each of the protocol stacks below that include eawhy an Source rate (Mbps)

instance of the link and physical layer protocols. Figure 4. Throughput and capacity of 1, 2 and 4 orthogonal
ROUTER A ROUTER & channels of 20, 10 and 5MHz. (CBR source)

o 40 F 1 channel of 20MHz— 1
- channe
pplication 2 channels of 10MHz

Application
4 channels of 5SMHz") -

351

Transport

Transport

Network
25+

20

15

Physical

10 +

Channel #qR

Channel #1 I 0 1 I I I I I I I
0 5 10 15 20 25 30 35 40

Source rate (Mbps)

Figure 3. Routers transmitting in multiple orthogonal Figures. Throughput and capacity of 1, 2 and 4 orthogonal
channels. channels of 20, 10 and 5MHz. (Exponential source)

Mean throughput/capacity (Mbps)

We fixed in m54 the modulation (used to offer dette of 43 Channels of Different Widths and Effects on
54Mbps) applied to the data frame transmission iant6 Receiver Sensitivity
the modulation used to transmit ACK frames; theugadf Figure 6 illustrates the sum of the Receiver Nd#eor

the simulation time was 400s. In this scenario,waged a (RNF) and the SNR (Signal to Noise Ratio) to deteenthe
CBR (Constant Bit Rate) source rate from one (U1) tyaue of minimum sensitivity of a receiver radia @ given
A40Mbits/s, in order to observe the behavior of &verage o4y jation. Variable RTN (Receiver Thermal Noise)
throughput and capacity of a link by using 1, Zi@hannels represents noise degree that is directly propatioo the

of 20, 10 or 5MHz, respectively. In each of theethr roducts of Boltzmann constakit= 1.38 x 10-2%]/K
configurations for the amounts of simulated chasreatd P N S
absolute temperatureT, = 290k and communication

channel widths, the value of the Occupied SpectfO8) is .
always 20MHz. We simulated two c%nfigu?ati;ﬁ?s )oé th channel widthw. Thus, the lower the value of the lower
described scenario with results presented in Figdrand 5. the value oRTN. The following noise degree in the figure is
In the first configuration, node A uses a CBR seunshile represented by variabl@NF (Receiver Noise Floor), in
in the second configuration uses a source thatrgase (dBm), is given by the sum of RTN and Noise Figure (NF)
messages with interval given by an exponentialaiei For that represents noises internally generated byrebeiver
both types of source, the size of the messaged08 Bytes.  circuit. The value of minimum sensitivity is givesy the

In Figure 4, we observe that 20, 10 and 5 MHz chhnnsum of RNF and the threshold of the Signal to Néts¢io
width reach their capacity values when the CBR s®uate (SNR) required to decode a signal in a certain mocdufatin

is around22, 28 and35 Mbits/s. In Figure 5, we observe Figure 6, we observe that lower the value of thanciel
similar behavior, with more softened curves andcdigacity width the lower the value of sensitivity, or valaé power
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required to decode a signal in a certain moduld#@ading to application of modulation in the link able to tréarshigher
the possibility of higher distance between trantmiind amount of bits per symbol (e.g. modulatior24 transfers
receiver in a wireless link [3]. higher amount of bits per symbol than modulatian8)

compared with wider channels. We observe such ebeaatp

d . . . .
e e - 75m of distance; by using, respectively, widths 20, a0l
S(20MHz) = RNF + SNR 5MHz, the link uses modulations m24, m36 and m48.
SNR S(10MHz) = RNF + SNR ZOMHZ‘ T T
RNF(20MHz) = -91 S(5MHz) = RNF + SNR 10MHz
SNR 5MHz €]
NF=10 RNF(10MHz) = -94 SNR
L oo to1 [ " o o7
NF=10
RTN(10MHZ) = -104 NF=10 2 J
B - o 0 a0 o T |
=} “ .
% m36 [ H GZD B
2 moa | L ]

Figure 6. Minimum receiver sensitivities for channel widths |, | -

of 5, 10 and 20MHz ; ]
For the simulations, we used the physical interfeeemodel me | VR O
[6,7,8,9]. This model uses Inequality (14), to bkth that Co
the reception pI’ObabI|Ity Of frames in a |",ekJ iS One, in 0 25 50 75 100125150 175 200 225 250 275 300 325 350 375 400 425 450 475 500

Distance (m)
case of the SINR (Signal to Interference plus Ndtstio) Figure 7. Distance x Modulation
between the reception power of the link frames;(; in 5 Performance ent
Watts) and the sum of the power of frames from othe™ EEEEEE_“ _ _
interfering routers kRry ;, in W), at receiver j, exceeds or We used the NS-2.33, equipped with agent NOAH {4i#)
matches theSINR,,. In Inequality (14), the value of €xtensions MCMR [14] and 802.11g [15]; in additiome
variableRNFE, = 10(RNF-30)/10 given in Watts, represents added the following functionalities to the simulato

w ’ 1

. . ' * Routing through multiple radios and channels andic
the value of background noise perceived by theivece frame transmission in a physical lipke established through

_ Prap S SINR,, (14) multiple radios and channels;

Lgeati PT (e, jy +RNFw » Transmission time of frames dependent on chaniuith;

During the simulations, we also used the rate obntre Interference between channels with overlappedtsp®.

mechanism RA-SINR of the extension called DEI-802R1L For example, @S = 40MHz can be divided by one node in

of [14], a mechanism that transmits frames in &,lin two channelsc1?°and c¢22°of width 20MHz and four (04)

measures the value of SINR of the received framms achannelsc1?,¢21?,¢3'° andc4'® of 10MHz. In this case,

compares the values of SINR a$itNR,, required to receive channel c1?° has overlapped spectrum to channeld®

a frame in a given modulation. Due to this commarighe andc21;

mechanism establishes automatically the transnmissade <+ Minimum sensitivity dependent on the channel tvidsed

with higher data delivery rate of IEEE 802.11g (en®, ... , by the receiver radio;

mb54). Another feature of the extension DEC-80211¥H, <+ Routing metrics ETX, ETT, WCETT, EETT, B-MTM,

allows configuring background noise perceived byhea MIC and MCWMR-BEETT.

receiver router. Therefore to simulate differeminsmission

ranges according to the channel width, this feasitesed to F&%

set the value of variable RNF of each router. Thysusing (AT,

the channel widths of 20, 10 or 5 MHz, a router ig &

configured, respectively, with the RNF values pnésé in :

Figure 6. |

Simulations used the scenario with a link AB, whegeter R R N

A remains fixed at the point (0.0) of the Cartespane. 7‘ b - o~

I

Router B is movable, with initial positioning atipb(5.0); : “‘WL"“ i

every30s, B movessm, finishing its trajectory at point | ’

(500.0). Router A transmits frames to B using a GBRrce S T
‘ I
‘ I
|

@ ‘f”*ﬂr”v
|

h

- _ _ _ _8f0
\
)

with rate 10Mbits/s and both routers have a singl
communication radio. By using the pattern of positig

d(_ascnbed anq the propagation loss of type Io_g&deﬂ [16] & T W
with propagation loss exponemnt= 2.86, we carried out one | |
simulation for 5, 10 and0MHz channel widths. ) :
Figure 7 indicates that as the distance betweemd\ B +3°mi @ 4
increases, the transmission rate in the link foy ah the (x=0y=0) "H\
simulated channel widths decreases. The figure alg o
illustrates that for a given value of distance hesw A and
B, the use of a narrow width channel involves the Figure 8. Simulation scenario
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The assessment considered the scenario in Figuré &8
5 x 5 grid with line spacing ofl00m and 25 nodes. Each 20 | Channels of 20MHz
simulation round had the nodes varyingtB0m, for both X
and Y-axes, their positioning in relation to theensection of
rows and columns. Nodes do not exceed the bordéneof
scenario with coordinates 0 and 400, in both X ¥ralkis.
Positioning variation of+30m enables the existence of
minimum d,;;, = 40m (e.g. nodes A and B) and maximum
dmax = 226m (e.g. nodes G and M) distances of separation
between one hop neighbors. According to illustratio
Figure 7, these values of distance enable the ratidol
used in a link to vary froom54 up tomé6 for any of the
simulated channel widths. The objective of thiglgitenario

is to simulate the disposal of routers in a campirgless
mesh network; the variation of positioning, in tuia to
simulate the node positioning due to the existente

obstacles.

AS = 60MHz and parameteE, ,x = 20MHz was used to
establish the maximum spectrum value that a phlyntais

able to occupy. Each router was equipped with fi@4)
communication radios and one (01) additional ratho
perform measures and transmit probes in channels of
different widths. During the simulations, we adnitt

k ={1,3,5,7,9} demands that, generated messages of size
1000 bytes, between distinct pairs of
simulations lasted 220s and each new demand wastedm
every 12s; therefore, in the configuration whersiisulated
nine (09) traffic demands, the last one was adnitte
at12s x 9 = 108s. For each new accepted demand, we
performed the Dijkstra’s algorithm to establish thew
route. At simulation timel20s and220s, we initiated and
completed, respectively, the data

transmission

22 . . .
Channels of 5, 10 and 20MHz —s—
Channels of 10MHz =
175 Channels of 5SMHz -4
I 15
Q. /,/‘A e 5 :
g/“‘ i
5 L A
25
0 L L L L
0 2 4 6 8 10

Number of demands/routes

Figure9. Capacity for WCETT metric

12| Channels of 5MHz —=—

: Channels of 10MHz
% Channels of 20MHz -4
5 [ s
- N N N N
2 087
]
[%2]
s 06 f

The &
£ o4t
Q
°
& 02t
0 2 4 6 8 10

Number of demands/routes
anci:igure 10. Percentage of established links in each channel

subsequently conducted the performance measurerfwents width for WCETT metric

each metric. It was employed a CBR source with agess
generation rate equal to the lowest transmissita aenong
links of a route. Cross-layer interaction betweke MAC
and application layer obtains such rate informativvie
carried out thirty simulation rounds; the resulerage was

calculated wittP5% confidence interval.

Figures 9, 11, 13, 15 and 17 present the resultapécity
for each assessed metric as function of the amaoiint
demands/routek accepted in the network. According to
these figures, simulations were carried out witbhemetric
choosing among channels of 5, 10 and 20 MHz witith.
addition, we conducted simulations exclusively vbtior 10
or 20MHz channel width. Figures 10, 12, 14, 16 da&d
present simulations with coexisting 5, 10 and 20 ZMH 0 : : : :
channel widths. These figures show values of thegmage
of established links in each channel width in fiorcof the
total amount of established links. Finally Figué&sand 20
show a comparison of capacities obtained by theofitke
metrics for selecting among the channels 5, 1020h\dHz.
In Figure 9, we observe higher capacity valuesViCETT

Channels of 5, 10 and 20MHz ~———=—
22 ¢ Channels of 20MHz
20 Channels of 10MHz - R
Channels of 5MHz “ :
175 ¢ 1
15 e 1

125 ¢

Capacity

0 2 4 6 8 10
Number of demands/routes

Figure 11. Capacity for EETT metric

In Figure 11, the use of EETT metric to select clghnvidth
determines the choice of links of 10 and 20 MHzncieh
width. This choice occurs since the metric valussiaish

metric obtained by selecting between 5, 10 or 20MHge selection of links in channels with lower tramission

channel widths. In this situation, according toufegy10, the
established links use 20 or 10 MHz channel widithe use

time, such as the case of links that use 10 and HXOM
channel widths, as can be seen in Figure 12. Cerisglthis

of WCETT metric determines the selection of linksda .pgice of channels, Figure 11 indicates that theaciy

routes with lower transmission time (see Equati®rte 13
of section 4.1), as are the links that use charofelgdth 20

and 10MHz.

values, obtained by channel selection are closethto
capacity by using exclusively 10MHz channel widWe
can observe in the figure that whes= 5, initiates an
increase of competing links for the channels; tlozeg
dividing the AS into a higher amount of 5SMHz channels
reduces contention for the channels and conseguefférs
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higher capacity. EETT metric is not able to accotoit number of demands is equal to five (05). After thiaere is
interference between channels with partially oygsbd an increase in the contention for the medium ame, t
spectrum, thus, the metric values do not recomm#érelase 10MHz channel width is the one that offers greater number
of 5 MHz channel width in the situation of contemti of orthogonal channels in the available spectrimas bffers

increasing. greater capacity value to the network. Figure l@®ashthat
‘ ‘ ‘ ‘ by selecting among all the available channel widthe 10
12 | Channels of 5MHz —=— | and 20MHz values offer the greater capacity valoethe
0 .
] Channels of 10MHz network
£ Channels of 20MHz -4 WOrK.
ho] 1r A 1 : :
L Channels of 5SMHz —&—
Q2 08 | 1.2 | channels of 10MHz
kS . . % Channels of 20MHz &
@ - = 1
s 06 o fi
() A %]
o)) = 0.8
S 047 kS
c -
k) [%2]
o S 0.6
5 02¢ Py
o o %
P = S ACPJJ*T”’”GJJ L < 04
0 ¢ fa}
0 2 4 6 8 10 =
& o02¢
Number of demands/routes
Figure 12. Percentage of established links while selecting 0 ‘ ‘ e }
channel width for EETT metric 0 2 4 6 8 10

Number of demands/routes
Figure 14. Percentage of established links while selecting
channel width for B-MTM metric

Figure 13 illustrates that by using values of B-MTdtrics
to select between 5, 10 and 20 MHz channel width, w
obtain similar values of capacity to those of usondy 10

MHz channel width. This occurs because the metric 22 : : —
generates values that establish the choice of 106tdnnel jo | Channels of 5, 10 and 20MHz -
width, since these channels offer higher theorktiapacity Channels of 10MHz -

175 Channels of 5MHz =

to a link that uses two radios, of the four exigtias output
radios. Figure 14 shows the choice of 10 MHz chawidith
by the use of the metric, while selecting amongstaxg
channel widths; however, Figure 13 points that witie

125 | ‘%

Capacity (Mbps)

increase in the amount demardsand consequently the 10 ¢ e
increase in the contention for channels, 5MHz ckawidth 75| R
offers the highest capacity when the metric is i@plp! 5|
22 ™ Channels of 5, 10 and 20MHz ~ o 5 |
20 1 Channels of 20MHz ’ .
Channels of 10MHz -2 0 ‘ ‘ ‘ ‘
175 Channels of 5MHz - : i 1 0 2 4 6 8 10
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é‘ 125 | g é%@ | Figure 15. Capacity for MIC metric
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Figure 13. Capacity for B-MTM metric £ o4}
[0}
Figure 15 shows the capacity results for MIC metfibe § 02 |
figure shows that MIC metric generates smaller cdpa
values with the use of 5MHz channel width. This wsc 0 ‘ — e — L
since for 5MHz channel width is greater the numbér 0 2 4 6 8 10
routersN, of IRU, term of MIC metric, which represents the Number of demands/routes
number of interfered routers. Since it is the nogitmetric Figure 16. Percentage of established links while selecting
function to reduce the sul/RU;, when using channel width for MIC metric

5MHz channel width, MIC favors to choose links WithFigure 17 shows the results for BEETT metric. Thgsire
greater transmission range and that use modulatioat indicates that using exclusively 5MHz channel width

.”Z'f‘?g“t lsmall:ar n:;mﬁer Ofl b'.tds hpermsymboll. At:norhly t generates higher values of capacity, when compirdtie
Individual employed channel widths, t OMHz is the one {jividual use of 10 and 20MHz channels widths. sTts
that offers greater capacity values to MIC metuntil the
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because 5MHz channel width offers higher amount of
orthogonal channels in which the use of the metalues

tends to distribute the links equally in the chdsnBy using

the metric values to select between 5, 10 and 20MHz
channel widths, there is an increase in the netwagacity.
Figure 18 points that the metric applies 5 and 1BzM
channel width to provide higher values of capasign in

Figure 17.

In Figure 19 we observe that MCWMR-BEETT metrics on
being used for selecting between channel widths &0 and
20MHz offers higher capacity values when compacethé

other metrics.

225
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Figure 17. Capacity for BEETT metric
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Figure 20. Greater obtained capacity values by selecting or
using individual channel widths of 5, 10 and 20MHz)

Figure 20 shows an other example of the capacitgsga
obtained through MCWMR-BEETT metric when comparing
its obtained capacity values when k = 9 with &o$ the
remaining metrics. In this condition, higher capadccurs
when WCETT and MCWMR-BEETT metric select between
5, 10 and 20 MHz channel widths, and when EETT Bnd
MTM metrics use 5MHz channel width exclusively. thre
abovementioned situation, the values of capacitiainbd
through WCETT, MIC, MCWMR-BEETT, EETT and B-
MTM metrics are, respectively, 13.9, 14.6, 20.6,91@nd
16.7Mbits/s. In this case, MCWMR-BEETT metrics offa
gain above 15% compared with EETT, which offers the
second highest value of capacity. There is a gal60% for

the proposed metric when compared to EETT and
MCWMR-BEETT with k = 1, in situation similar to the
previous example, in which the former uses exchlgiv
5MHz channel width, and the second selects betvadenf

the available channel widths.

6. Conclusions and futurework

This paper proposed and assessed through simudaition
NS-2, MCWMR-BEETT metric in scenarios with diffeten
channel widths. The assessments compared the sresult
MCWMR-BEETT proposal with different metrics for
WMNSs. According to the obtained results, we obsdhad
the use of MCWMR-BEETT metrics enabled an incréase
the capacity of MCMR-WMNs networks for the studied
scenarios. Future work points to implement the pseg
metric in real equipment and, in such scenario aee
problems related to synchronization and maintenaoice
links’ and routes’ communication when nodes moveiagn
channels of different widths.
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