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Abstract: Trust recommendations, having a pivotal role in‘evaluated node” may also be exploited by “evahmti
computation of trust and hence confidence in peepeer (P2P) node”. These trust recommendations assist a nodgeto
environment, if hampered, may entail in colossdacds from  aware of the node’s behavior that (a) is not ircticontact
dishonest recommenders such as bad mouthing, betléiing, () has no previous trust relationship (c) streegthpersonal

random opinion etc. Therefore, mitigation of disash tust ;o " girect) trust. Trust develops through recandations
recommendations is stipulated as a challengingarekeissue in .~ " -
is known as indirect trust.

P2P systems (esp in Mobile Ad Hoc Networks). Ineorth cater . .
these challenges associated with dishonest trostmeendations, a Mainly two methods are used for acquiring trust
technique  named ifitelligently  Selecton of Trust recommendations as given in the following:
Recommendations based on Dissimilarity factSTRD)” has been ¢ Trust Solicitation: In this method trust “evaluating
devised for Mobile Ad Hoc NetworksiSTRD exploits personal node” requests certain node (recommender noddjatie s
experience of an “evaluating node” in conjunctioithwmajority its trust value regarding an “evaluated node”. For
vote of the recommenders. It successfully removée t example, node i (‘evaluating node”) requesting

recommendations of “low trustworthy recommenders”veell as d d Rl R2 R3 h hei
dishonest recommendations of “highly trustworthgormmenders”. recommender nodes (R1, ' ) to share their trust

Efficacy of the proposed approach is evident fromhamced values about nodp (“evaluated node”), as illustrated in
accuracy of ‘“recognition rate”, “false rejection’nch “false Figure 1(a).
acceptance”. Moreover, experiential results dethiatiSTRD has « Trust Advertisement: In this method the “recommender
unprecedented performance compared to contempt@ayiques nodes” broadcast their trust values regarding atoeies
in presence of attacks asserted. .
in the network. For example, recommender nodes (R1,
Keywords: Bad Mouthing Attack, Ballot Stuffing Attack, R2, R3) broadcasting their trust values about npde
MANET, Random Opinion Attack, Trust Management. (“evaluated node”), as illustrated in Figure 1(Npdei
. (“evaluating node”) uses these recommendations to
1. Introduction compute indirect trust about nop@evaluated node”).
Mobile Ad Hoc Network (MANET) [1] is a multi-hop an
infrastructure-less wireless network of self-orgabie
mobile devices, having the unique characteristizshsas
open and shared wireless medium, absence of deattal
controller, assumption of node’s cooperation, neaedbility
and node’s limited resources in the form of batteoyver,
processing power and memory [2]. These uniqu
characteristics make MANET vulnerable to differkimds of
Outsider attacks [3] (e.gSpoofing [4] etd. and Insider
attacks [3] (e.gBlackhole [5], Modification [3] etc.). To
deal with these attacks, various cryptography [@4®] trust
management schemes [3] have been proposed. The dbécu
cryptography based security schemes is to prothet t
network from Outsider attacks while trust managemen
schemes take a further step to protect the netvitank
Insider attacks. These trust management schemesé¢hees Barring their assistance in trust management, theset
are prone to different attacks such as bad mouthiatiot recommendations make trust management systemsrablee
stuffing, random opinion [10-12] etc. Our reseaishan to different attacks triggered by dishonest reconuees,
attempt to shield trust management scheme(s) in BIPN i.e., recommenders give false trust recommendations
from attacks stated, the very focus of this paper. deviating from their actual experiences [36] pavihg way
In MANET's trust management system, “evaluating efod for attacks entailing in degraded performance afsttr
develops trust on “evaluated node” from its behealio management system [17]. These attacks [10-12] aedlyb
information extracted by direct/personal observatigl3, described in following:
14]. The trust developed through personal obsemais * Bad mouthing attack: also known as slandering attack.
known direct trust. Moreover, trust recommendatiafs Here, dishonest recommender falsely shares decdrease
other nodes in the network [15, 16] regarding béranf an trust value of “evaluated node” to the “evaluatimape”.

(2)

Figure 1. Acquiring trust recommendations in Trust
Management System
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Consequently, reputation of “evaluated node” igvaluation in section 4. Section 5 concludes thekvand
maligned. provides future direction.
e Ballot stuffing attack: also known as self-promoting
attack. Here, dishonest recommender falsely shares & &
increased trust value of “evaluated node” to the 6 &
“evaluating node”. Resultantly, reputation of “avaed
node” is boosted.

 Random opinion attack: is combination of bad (" Trust Evaluating Node )
mouthing and ballot stuffing attacks. Here, disksbne

recommenders falsely share increased or decreassd t

value of “evaluated node” to the “evaluating node”. (Recommendations Set)

Subsequently, reputation of “evaluated node” appéar

be highly ambiguous. - = N
All of these stated attacks can either be launcheda /7 .
dishonest recommender individually or in coalitievith 5 I \
other dishonest recommenders. These attacks emphasi =
great need for dealing with dishonest trust recontagons \ /
in trust management system. However, it is a chglley task . g
since node’s behavior is spread across the detieatta "j*f
network and no single node ascertains informatiboug —
behaviors of all nodes. Though diverse range obmes ( Aggregator )
have been proposed for the well-checked utilizatbrust

recommendations, which can be classified into weidh
averaging based schemes e.g. [18-22], personakierpe ~ , - . 4
based schemes e.g. [23-28] and majority rule baskemes Figure2. Overview ofiSTRD

e.g. [29-31]. However, the weighted averaging bas
schemes do not try to eliminate the dishonest tru Related Work

recommendations. The personal experience basednssheUtilization of trust recommendations and dealingthwi
show inefficiency in situation when highly reputedhart dishonest trust recommendations in trust management
attacker shared dishonest trust recommendationsid&e systems in MANETS is an open and challenging isswk it

the majority rule based schemes show inefficiehayajority has attracted the efforts of many researchers danteera.

of the recommenders are dishonest or the deviation Different schemes have been proposed for treatistgpdest
recommendation is minor. trust recommendations and computing of indirecsttftrom
Keeping in view issues of prevalent schemes, andilssity  trust recommendations in trust management system in
factor based scheme, nam&ITRD (a quick glance is given MANETSs [18-31]. These schemes can be classifiealtimee

in Figure 2), is proposed in this paper for filteridishonest categories: (a) weighted averaging based schen&g&2[L
trust recommendations in trust management system (im) personal experience based schemes [23-28] ahd (
MANETSs. A short version of this paper was presented majority rule based schemes [29-31] [37].

[32]. . .

The proposed scheme combines personal experieree (i 2.1 Weighted Averaging Based Schemes
trust of “evaluating node” on recommender also kncag 1hese schemes [18-22] work on the assumption that
trustworthiness of the recommender) and majoritiniop  “€verything is OK” i.e., these schemes do not glapp
(.e., median of trust recommendations provided b§fishonest recommenders and just aggregate trust
recommenders) for filtering dishonest trust recomadagions. 'ecommendations using trustworthiness of recomesesnas

In this scheme, “evaluating node” receives truspeighting parameter in aggregating process. Thhoasitin
recommendations from all highly trustworthy and low18] [19] proposed four different methods for aggeng
trustworthy ~ 1-hop neighbors and places  thesust recommendation;. The methods are: (a) optomds
recommendations in trust recommendations set. Ttrase greedy approach (b) simple average of weightedymto(t)
recommendations are then passed through a filtéchwh Weighted average (d) double weighted approach. @her
detects and removes the dishonest trust recomnienslatt ~ authors in [20-22] computed the indirect trust frarost
removes the trust recommendations of low trustwontbdes écommendations using average of weighted trustveier,

as well as falsely deviated trust recommendatidnisighly ~ the availability of dishonest recommenders makesehe
trustworthy nodes. After filtering dishonest trustSchemes [18-22] open to dishonest trust recommiemsat
recommendations, the scheme aggregates remainfigacks such as ballot stuffing, bad mouthing aawdom
recommendations using weighted averaging to gettkeall  OPinion attack. Su.ch .attacks make the trust “evalganode”
aggregated trust. Effectiveness of the proposeensehis t0 develop wrong indirect trust on “evaluated node”

evaluated in presence of bad mouthing, ballot isyfaind 2.2 Personal Experience Based Schemes

random opinion attacks. These schemes [23-28] accept trust recommendations

Rest of the paper is organized as follows: Secarovers ;
the literature review; Section 3 provides the detalthe highly trustworthy recommenders only. The wasthy

: . . recommenders are such nodes whose trust levelemstegr
implementation of proposed solution followed byulesand . X
P prop yul than a certain threshold. After accepting the trust
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recommendations from trustworthy recommenders, al.e trust recommendations. Similarly in proof verifyingpdule,

[23] aggregates the recommendations using simpieage
while authors [24-28] aggregate the trust recomragods

the “evaluating node” verifies the received trust
recommendations from the “evaluated node”. Theatiskt

using some weighting parameters in averaging psoce$evaluated node” can agree with the trust recomratods

Velloso et al. [24] employed maturity level and @@y of
recommendation as weighting parameters. Maturitellés
the relationship maturity between
recommended node (i.e., “evaluated node”). Thiblesathe
trust “evaluating node” to give more significancethe trust

provided by dishonest recommenders and disagrde thgt
trust recommendations provided by honest ones.

recommender’'s and [30], the obtained trust recommendations aresg@s

through an “evaluation difference” for minimizinget effect
of dishonest trust recommendations. The evaluation

recommendations provided by recommenders that mre difference finds the average of “absolute diffeeeraanong

mature relationship with the
accuracy parameter handles variation in trust vihag the

recommended node. Thhe product of recommender’s trustworthiness angsttr

recommendations of all the recommenders”. Fend. ¢84]

recommenders has on the recommended node. Zakhaky ecomputed indirect trust by combining trust recomdations
[25] used degree of centrality and reputation o€ thfrom others using D-S (Dempster and Shafer) theory.

recommenders as weighting parameters while Quetsai.

[26] used trustworthiness of recommenders as wieight

parameter. In [27], Xia et al. used recommendend path
credibility as weighting parameter for the aggregatof
received trust recommendations. Recommender’s lifiggi
is the direct trust of “evaluating node” on reconmaeher
where path credibility is the credibility of all eh

recommenders in path through which trust recomnténa

is received. Similarly for computation of indirgetist, Chen
et al. [28] used two schemes (a) threshold ba#edirfig and
(b) relevance based trust. In threshold basedrifilie the

Intensity value, used in trust recommendations eggfion
process, is calculated by finding distance betwakrnrust
recommendations and a recommendation that is fay aw
from others will results in low intensity value. Wever, it
does not remove deviated trust recommendationgjives
less weightage to these in aggregation procesg3Th
uncertainty in trust recommendations is handlech vidtS
theory. However, in this scheme recommender’s biktgiis
not considered while obtaining trust recommendation
Similarly, lltaf et al. [11] proposed a scheme lhsmn
histogram and dissimilarity factor for removing tiishonest

recommendation that passes a threshold test fragh hitrust recommendations in pervasive computing. Shieeme

trustworthy recommenders are considered wherelévaace
based filtering, trust from highly trustworthy resmenders
in a particular context are considered. The reconaatons
that are passed through these filters are aggekgating
weighted averaging.

These personal experience based schemes [23-28hsed
on the assumption that highly trustworthy recomneescire
always honest, hence these schemes only removéuste
recommendations of low trustworthy
However, this assumption is not always true. Ipdssible
that a smart attacker can behave well for some tonget
good reputation for itself.
reputation for itself, it can start misbehaving gmavide
dishonest trust recommendations. Also, settingstiotel for
the selection of trustworthy recommenders is grageause
of dynamic and decentralized characteristics of NEAN.

2.3 Majority Rule Based Schemes

These schemes try to eliminate or minimize the ceffef
dishonest trust recommendations. In these sche?®81],
decision about the received trust recommendatisrizased
on the opinion of majority. Such recommendation&chvtare
deviated from the majority opinion are treated shahest.
For instance, in [29] the concept of court is idwoed, i.e.,

is based on assumption that frequency of dishotrest
recommendations is low as compared to honest trust
recommendations. However, in this scheme widthio$ Is
difficult to decide in histogram construction. lase of too
wide bins, honest trust recommendations might herdid

out as dishonest ones. Similarly in case of togavabins,
some dishonest trust recommendations might beetteas
honest and vice versa.

recommenderd’hese majority rule based schemes work under two

conditions. First, number of honest recommendegréater
than the number of dishonest recommenders. Second,

Once node develops goodeviation in dishonest trust recommendations igicsently

large as compared to majority opinions. Howeveshadnest
recommenders may collude with one another, whichlte
in increasing the number of dishonest recommendéss,
the attackers can bypass the detection mechanism by
introducing a relatively small deviation in dishehdrust
recommendations.

Contrary to existing schemes, the proposed schesitben
merely rely on personal experience of “evaluatingei nor
on the majority rule of the recommenders but comliinth
to filter out the dishonest trust recommendatioAfter
filtering dishonest trust recommendations, the ps=g
scheme aggregates remaining trust recommendatising u

performing a series of trials for mitigating theslibnest trust \yejghted averaging. This weighted averaging enablest

recommendations. In this scheme, the deviationctete
module finds the deviation of received trust rec@ndation
from the mean of received trust recommendations. firhe
verifying module is used to detect the correctneds
deviation detection module by checking the impaét
received trust recommendations on evaluated nddése
behavior. Once these two modules decide aboutéhawior
of recommenders, proof verifying module is usethatside

of evaluated node to verify the correctness of ttru

recommendations. However, the deviation detectioaduie

performs 2 comparisons where ‘n’ is the number of receive

“evaluating node” to give different weight to diféat trust
recommendations based on trustworthiness of recohens.

3. Proposed Architectureof iISTRD

Orhe objective of the proposed schemantélligently

Selection of Trust Recommendations based Bissimilarity
factor (STRD)”, is to assist trust management system in

é\/lobile Ad Hoc Networks such as [16] [20] [28] intéiring-

out dishonest trust recommendations provided biosisst

aecommenders. The dishonest trust recommendatientha

outliers that are inconsistent with other recomnagiotis and
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are recommended for launching dishonest

recommendation attacks, i.e., bad mouthing, baltoffing
and random opinion. These attacks can either behad by
dishonest recommenders individually or in coalitiofith
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trugtriority to highly trustworthy recommenders overwlo

trustworthy recommenders and automatically detietgrust
recommendations of low trustworthy recommenders.

Table 1. Mathematical notations usediBTRD

other dishonest recommenders.
The role of proposed scheme comes in play once t

“evaluating node” received trust recommendationsmfr
neighbors about the “evaluated node” in a trustagament

system. Detailed procedure of the proposed schasngiven

in Figure. 3, is demonstrated at finer level ofrgdarity in
following section. The main components of the psgIb

scheme areRecommendersRecommendationsFilterand

RecommendationsAggregator Recommenders are the
sources of trust recommendatior®BecommendationsFilter

segregates the dishonest recommendations from dhesh
ones while RecommendationsAggregatocombines the

honest trust recommendations to produce the indtrest.
Mathematical notations used by all these componargs

enlisted in Table 1.

Recommenders

\_/\/\_/7

A 4

hélotation Meaning
C Cardinality of set
DF Dissimilarity factor
dishonestTrustSet Dishonest trust recommendatiens s
honestTrustSet Honest trust recommendations set
RTV Trust recommendation
RTVSet Set of trust recommendations
SF Smoothing factor
SFmax Maximum smoothing factor
SortRTVSet Sorted set of trust recommendations
STSet Suspected trust set
TVSet Set of recommender’s trust
TV Recommender’s trust

Set of Trust Set of Recommender’s

Recommendations Trust Set
(RTVSet) (TVSet)

T T
A 4

RecommendationsFilter

< DeviationCalculator >

v

<RecommendationsSorter>

v

( SmoothingCalculator )

g "

/

Y

Dishonest Trust
Recommendations Set
(dishonestTrustSet)

C RecommendationsAggregator )

v

Indirect Trust

N\

In the proposed scheme, a set of trust recommemsats
received by “evaluating node” regarding “evaluateatie”
from all 1- hop neighboring recommenders, not dinym
trustworthy ~ recommenders. If  only
recommenders are considered for trust recommemdattien

a constant would be defined for deciding abo
trustworthiness of the recommenders that is noittedfin

dynamic behavior of MANETS. The proposed schemegiv

)

Figure 3. Detail architecture afSTRD

trustworthy

u

Set of trust recommendations providedregommenderare
represented byRTVSetand the coinciding trust values of
“evaluating node” onrecommendersare represented in

TVSet The trust values of ‘“evaluating node” on
recommenders represent  trustworthiness  of  the
recommenders

RTVSet{ RTN #1,2,
TVSet={ T} HL2,

Here, RT\, is the trust recommendation provided by
recommender and TV; is the trust value of the trust
“evaluating node” orrecommender Similarly, RT\; is the
trust recommendation provided bycommenderand TV, is
the trust value of the trust “evaluating node”
recommenderand so on till number ofrecommenders
In case,recommendeis new in the vicinity of “evaluating
node” and “evaluating node” does not have trist)(on
recommendethen ignorance trust value is used. Ignorance
trust value is 0.5 if TV [0-1].

on

3.1 RecommendationsFilter

Trust sets, i.e.,, RTVSet and TVSet are passed to
RecommendationsFilterwhich vyields two sets of trust
recommendation, honest as well as dishonest trust
recommendation sets. The honest trust recommendasiet
contains the honest (i.e., non-malicious) recomragods
while the dishonest recommendations set contaires th
dishonest (i.e., malicious) recommendations.

The RecommendationsFilter further comprises  of
DeviationCalculator, RecommendationsSorter and
SmoothingCalculator ~ Working phenomenon of
RecommendationsFilters stipulated inPseudo Code 1.
lt:_ach of its functional components is describeducceeding
sections.
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Pseudo Code 1: RecommendationFilter

Input:
Set of Trust RecommendatiorRTVSet
Set of Recommender’s Trust\(Se}
Output:
Dishonest Trust Recommendations Set
(dishonestTrustSet
Honest Trust Recommendations Sweir{estTrustSgt
Variables:
SortRTVSefl/'Sorted set of trust recommendations
DF //Dissimilarity factor
STSet/Set of suspected trust recommendations
Procedure:
1: [DF] = DeviationCalculatoRTVSetTVSe}
2: [SortRTVSét= RecommendationSort&{TVSetDF)
3: [dishonestTrustSghonestTrustSgt
SmoothingCalculatd8prtRTVSeDF)
4: Return dishonestTrustSghonestTrustSet

3.1.1 DeviationCal culator

DeviationCalculatorfinds Dissimilarity Factor (deviation) of
each received trust recommendati®TY) via Equation (1).
Definition: Dissimilarity Factor DF) is the ratio of “squared
difference of received trust recommendation frondiae of
received trust recommendations set” and “trustvafieating
node on recommender”.

_ [RTV-medianf

DF = =y (1)

It's worth mentioning thatDF combines majority opinion
(i.e., median of trust recommendations set) andsqrex
experience (i.e., trust of “evaluating node”

recommenders).
majority opinion induces trustworthiness of recomaoers
while deciding about the trust recommendatiddB. based
only on majority opinion may hamper performancetrobt
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compared to value oRTV — medialf for trustworthy node
provides honest trust recommendation. A  trust
recommendation that results in higl¥f is considered to be
more suspected.

Pseudo code dbeviationCalculatorexploiting Equation (1)
for Dissimilarity Factor is given iRPseudo Code 2.

Pseudo Code 2: DeviationCalculator

Input:
Set of Trust RecommendatiorRTVSet
Set of Recommender’s Trust\(Se}
Output:
Sorted set of Trust RecommendatioBsitRTVSét
Variables:
TV //[Recommender’s trust value
RTV//Recommended trust value
median //Median of the received recommendation set
DF //Dissimilarity factor
Procedure:
1: median= MedianRTVSét
2. for i = 1to SizeRTVSétdo
3 DF = [RTV-medianf
TV
4: endfor // end of loop (line 2)
5: Return DF

3.1.2 RecommendationsSorter

Once Dissimilarity Factor OF) of each received trust
recommendationRTV) is computed, they are arranged in
descending order with respect@®. Highly deviated trust
recommendations are enlisted at top of the lish assult of
sorting. In this sorted list SortRTVSef trust

_ _ OYfecommendations at the top having the highBst are
Employing personal experience Witgpnsidered to be suspicious. Now to segregate nistdrust

recommendations from the honest ones, this sorgtdisl
subjected t@moothingCalculator

management system at some point if majority of 3-1.3 SmoothingCalculator

recommenders are malicious the deviation

recommendation is low.

or

im order to find the set of dishonest trust recomaations,

sorted trust recommendations set is passed through

Similarly, DF based only on personal experience, a sma®moothingCalculatorThe result ofSmoothingCalculators

attacker may deliberately feed malicious trust &aluo
“evaluating node” after winning its confidence. $us
combination of majority opinion and personal expece

while calculatingDF greatly reduces the potential negativeaecommendations

termed as Smoothing FactoBH). SF indicates degree of
dissimilarity that can be reduced by removing thgp&ious
trust recommendations from the  whole trust
set. Operational mechanism of

impact of majority opinion/ personal experience whe SmoothingCalculatolis based on the procedure in [33] to

employed in segregation.

Here in Equation (1), median is used instead of mas
median is not affected by deviated trust recomnmimas
[11]. The impact of deviation is further signifidy taking

square of deviation from the median (since the mapla

difference would be larger if a recommendation dsthfer
from the median).

In order to detect the trust recommendation praviolg low-
trustworthy nodes and highly deviated trust reconuhagion
provided by trustworthy nodes acting as malicidngst of

“evaluating node” on recommender (TV) is used which)

divides RTV — medialf in Equation (1). As, trustV of
low-trustworthy node is low, so th®eviationCalculator
produces higlDF. Similarly, TV of trustworthy node, acting
as malicious, is high but the dishonest trust renendation
of the said node results in higher value BT — medialf

figure out SF of all subsets from sorted trust
recommendations set. These subsets are termed@ected
trust set §TSet The baseline expression used
SmoothingCalculatois given as Equation (2).

SF=| C(SortRTVSet STSet
{DF(SOMRTVSt- DF SortRTVSet SJRe (@)

in

Where

k = 1 to n-1 where h' is the total number of trust
ecommendations in the sorted trust recommendats@bs
(SortRTVSet

C is the Cardinality that equals SizeBrtRTVSet —
STSet.

Once SF of each suspected trust s&TSet is computed,
iISTRD declares the smallest suspected trust sehdndkie
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maximum SF as dishonest trust recommendations Sgbseydo Code 3: SmoothingCalculator

(dishonestTrustSet Mathematically:

If Input:

{STS¢tkO SortRTVEet
{SKH STSEtlk= $F STSHE |
Then

Sorted Recommendations SBb(tRTVSét
Dissimilarity Factor DF)

Output:

Dishonest Trust Recommendations Sftt{onestTrustSet
Honest Trust Recommendations Sweir{estTrustSgt

Procedure:

STSet[k] - dishonestTrustSet

Wherek, jOn.

Now to find honest trust recommendations

(honestTrustSet)the dishonest trust recommendations set:
(dishonestTrustSet is separated from the sorted trust?:

recommendations seb@rtRTVSet

/initially the suspected trust set is empty
1: STSgD] ={}
set: for k=1 to SizefortRTVSgt-1do

STSet[k] = STSet[k-1] U SortRTVSet[k]
SF[k] = |C(SortRTVSet — STSet[k]) *
{DF(SortRTVSet) — DF(SortRTVSet — JKBHEt

If SmoothingCalculatoris not employed for pruning of 5: end for // end of loop (line 2)

honest trust recommendations from dishonest onetata
(constant) threshold would be defined for decidipgnDF
value that may not comprehend dynamic nature/behafi
MANETS.

/I finds max smoothing factor

6: [SFmaX= Maximum SF

/I finds the dishonest recommendation set

7: dishonestTrustSet SmallesSTSewith SFmax

Pseudo Code 3 finds Smoothing FactoSE) of all suspected // finds the honest recommendation set.

trust set, i.e SF(STS¢tk SortRTVSk.

8: honestTrustSet SortRTVSet dishonestTrustSet

9: Return dishonestTrustSghonestTrustSet

3.2 RecommendationsAggr egator

Recommenders are further classified into two categpi.e.,

Once RecommendationsFilteiseparates the honest trust (1) Honest recommenderare trustworthy nodes and don't

recommendations from the dishonest ones,
RecommendationsAggregatierused to compute the overall
indirect trust of “evaluated node”.

RecommendationsAggregataises weighted averaging for
this step as given in Equation (3).

try to launchany attack.

(2) Dishonestrecommendetsare low-trustworthy or well-

trustworthy nodes and are capable of launchingodiny
three attacks, i.e., bad mouthing, ballot stuffimg
random opinion.

In simulations, 50% of the total nodes in the nekwvare

ZN:TV * RTY selected as recommenders. Out of these 50% recomensen
i K . X

Tind = =1 3) up to 48% of recommenders are acting as dishonest.
kT N All scenarios are simulated over 100 rounds whleeetime

' span of each round is 1000 seconds. In each rowodgs
Where, Ti[{:" is the aggregated indirect trusty, ; is the trust computed the trust of 1-hop neighbor nodes by sentiD0

of “evaluating node” on the recommendeRTV,, is the

recommended trust and is the total number of honest
recommenders.

4. Performance Evaluation

packets to it and then observed its forwarding bieia At
the end of each round, these nodes recommended the
computed trust about “evaluated node” to “evaluatiode”.
The
recommendations for the detection of dishonestt trus

“evaluating node” then evaluated the trust

. . _ recommendations using the proposed scheme.
In this section performance of the proposed schésne Three baseline factors are employed for performance
presented, where model for proof of concept is @mnted evaluation of the proposed scheme, i.e., “Percentafy

using NS-2.34 [34] as simulator. In simulation, [# used dishonest
(A% )" and “Mean Offset (MO)".

to develop and recommend the trust and then thpogenl
scheme is used to compute the indirect trust from t*
recommended trust. For performance analysis, tbpgzed
scheme is compared with three indirect trust coatpmrt
schemes, i.e., weighted averaging scheme [20],opals °

experience based scheme [28] and majority rule doase

scheme [30] referred as WAS, PES and MOS respéctive
Varity of experimental evaluations is carried our f
measuring the effectivenessi®TRD in the presence of bad
mouthing, ballot stuffing and random opinion attck
Simulation scenarios are executed over networlOaficdes.
Each node belongs to one of three categories, i.e.,

(&) Evaluating nodescompute the trust of a node

(b) Evaluated nodesiodes under observation

(c) Recommendergrovide trust recommendations about

evaluated nodes

recommenders”, “Recommendation Deviation
Percentage of dishonest recommenders. is the
percentage portion of dishonest recommenders out of
total recommenders.

Recommendation Deviation (A%): is the deviation in
recommendation value provided by recommender from
actual trust value of a node (i.e., “evaluated fipde

If actual trust value of a node ©Sand recommendation
deviation is A% then the recommendation with bad
mouthing, ballot stuffing and random opinion attask
represented using Equation (4), (5) and (6) respeyt

RTV=T-(T*A%) (4)
RTV= T+(T %) (5)

RTV= T+(T*A%) (6)
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« Mean Offset (MO): is the difference between mean ofin order to calculate smoothing factoBHj, sorted trust
honest trust recommendations and mean of dishtmisst recommendations set along with respectife is subjected

recommendations, as given in Equation (7). to Pseudo Code 3. Every suspected trust se8TSet with
corresponding smoothing factoBR) is shown in Column 4

MO =| Mean( HR - Mea( DR (7) and 9 respectively (Refer Table. 3).

Where Suspected trust seS{Set ={0.2, 0.2, 1, 0.99}) appears to

have the highest smoothing fact@H= 7.313104) in Table

3, so this set is filtered out as dishonest trust
recommendations set. The set {0.789, 0.667, 0.067/56,
rb.?, 0.7} is declared as honest trust recommendaset.

HR = Set of Honest Trust Recommendations

DR = Set of Dishonest Trust Recommendations

Here, its worth mentioning that “Recommendatio
Deviation” and “Mean Offset” are directly propontial to
each other as represented by Equation (8). 4.2 Effect of Dishonest Trust Recommendations

%A 0 MO (8) A_n experiment is conducted. to measure the ef_fecfts 0
dishonest trust recommendations without employimy a
It implies that if “Recommendation Deviation” isghi filtering mechanism prior to performance analy$isSTRD.
then “Mean Offset” will also be high and vice versain this experiment, an average trust metric isrebefi using
Using these three factors, different experimente aEquation (9). This equation is used to examineaterage
performed to observe behavior of the proposed sehem trust of nodes in presence of dishonest recommender
The default parameters setting for the simulatiares given working in coalition for launching bad mouthing, llba

in Table 2. stuffing and random opinion attacks. Based on tvasie of
Table 2. Default simulations parameters nodes, three of them are declared as good (nodth Aetual
Parameter Default Value trust of 0.89), bad (node 12 with actual trust of1) and
average (node 21 with actual trust of 0.5) respelti Node
Simulation Area 750m x 750m 7 endured bad mouthing, node 12 suffered balldfirsguand
) ) node 21 faced random opinion attack.
Simulation Rounds 100
N
Simulation time 1000 seconds Z RTVJ. I
- . o
Number of Nodes 50 T (n= N (9)
% of Recommenders 50 Where,
% of Dishonest Recommenders 0 RTV,; = Trust Recommendation of nopter nodei
% of Recommendation Deviation 0 i1=7,12,21
N = Total Recommenders
Attack None r =1 to 100 (round index)
4.1 An lllustrative Example With this metric, effects of bad mouthing, balltiffing and

In order to provide a step by step insight to wogki random opiniorl attacks are evaluated with yarying
phenomenon of iISTRD for filtering dishonest trust Percentage of dishonest recommenders and recomtremda
recommendations, following illustrative example isdeviations. Dishonest recommenders oare empon:miNras
presented. This example considers scenario of randd'ell as in high percentages, i.e., 8% and 40%, eder
opinion attack. Here, “low trustworthy” as well &sighly recommendation Fiewatlons haye varying percentadeecs
trustworthy” recommenders act as random opinicacittrs,  ©f 20% and 80%, i.e., low and high deviation. .

Let node ‘A’ has received trust recommendationd € results of node 7, 12 and 21 in terms of awetagst in

RTV.,,;about node ‘B’ from recommendeR_., where Presence of stated attacks are shown in Figure-(d)a)
B } respectively. Average trust is also computed igeabe of

ON gishonest recommenders (i.e., 0% dishonest recodengn
recommenderg_,,. ;- for the sake of comparison. In this situation ibiserved that

These RTV.,,,With correspondingTV_,,are placed in average trust values of node 7, 12 and 21 quiakiywerged
t0 0.89, 0.41 and 0.5 respectively.

RTVandTV sets respectively, as given in following: In case of bad mouthing and ballot stuffing attacks
RTV={0.99,0.2,0.667,0.7,1,0.2,0.7,0.767,0678.789)  percentage increase in dishonest recommendersQ¥eto
40%) and recommendation deviation (i.e., 0% to 80%)

causes false manipulation in average trust valfiexode 7

Oncemedianof the RTV set is computed, Equation. (1) (in@hd 12, as shown in Figure 4(a)-(b). With low petage of
Pseudo Code 2) is used to find dissimilarity factoDf) of ~ dishonest recommenders (i.e., 8%) and recommemdatio
each trust recommendatioDF is calculated for all trust deviation (i.e., 20%), the average trust valuesarfe 7 and
recommendations which are then sorted in desceratihgr 12 congregated to 0.87 and 0.43 respectively. Hewevith
reference toDF. These sorted trust recommendations withigh percentage of dishonest recommenders (i.€4)4hd
correspondindF are shown in Column 1 and 3 respectivelyecommendation deviation (i.e., 80%), the situaisoworse.
(Refer Table 3).

TV ,0are the trust values of node ‘A’

TV ={0.3,0.6,0.7867,1,0.3,1,0.8,0.8675, 0.87/6.7554}
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Table 3. An illustrative example afSTRD
RTV | TV DF STSet SortRTVSet-STSet DF(SortRTVSqt) B6itRTVSet-STSet)| C| SF
0.2 0.6 0.46464 {0.2} {0.2, 1, 0.99, 0.789, 0.6671.233185 0.768545 9| 4.1817
0.767, 0.756, 0.7, 0.7}
0.2 1 0.278784 {0.2,0.2} {1, 0.99, 0.789, 0.667, 1.233185 0.489761 8 5.9473
0.767, 0.756, 0.7, 0.7} 2
1 0.3 0.246613 {0.2,0.2, 1} {0.99, 0.789, 0.66776¥, | 1.233185 0.243147 7| 6.9302
0.756, 0.7, 0.7} 1
0.99 0.3 0.228813 {0.2,0.2, 1, 0.99} {0.789, 0.667767, 1.233185 0.014334 6 7.3131
0.756, 0.7, 0.7} 4
0.789| 0.7554 0.00492¢6 {0.2,0.2,1,0.99,0.78p} .6f¥, 0.767,0.756, 0.7, 1.233185 0.009408 5 6.1188§
0.7} 3
0.667 | 0.7867] 0.00473 {0.2,0.2, 1, 0.99, 0.78p,{0.767, 0.756, 0.7, 0.7} 1.233185 0.004678 4 4.2149
0.667} 6
0.767| 0.8675 0.001758 {0.2,0.2,1,0.99, 0.78p{0.756, 0.7, 0.7} 1.233185 0.002925 3.69077
0.667, 0.767} 9
0.756 | 0.6754] 0.00116}1 {0.2,0.2,1,0.99, 0.78P{0.7, 0.7} 1.233185 0.001764 2 2.46284
0.667, 0.767, 0.756} 1
0.7 0.8 0.00098 {0.2,0.2,1, 0.99, 0.789, {0.7} 1.233185 0.000784 1 1.2324(0
0.667, 0.767, 0.756, 0.7} 1
0.7 1 0.000784f - -

The average trust values of node 7 and 12 are egatgd to 43 Detection Ratio
0.61 and 0.56 respectively, which are gravelyasged from Detection Ratio is the function of three metricamely

the actual trust values. g .
. ) . . recognition percentage (RP), false negative peagentFNP
This fact ascertains the expectation, more dishione 9 P ge (RP), 9 P )

recommenders wreak more harm to frust managem gr{d false positive percentage (FPP). It is usedvaluate
systems in the absence of a filiering scheme. Errtbre, eﬂ'érformance of theSTRD. These metrics are represented by

increase in recommendation deviation hampers pednce Equation. (10) - (12).

of trust management systems if dishonest trust  "Recgnized dishonest trust recommendatjons
recommendations are not filtered. =
Another affirmation is that, low percentage of disbst
recommenders with high percentage of recommendation (10)
deviation produces approximately the same impathasof FNP=100- RP (11)

high percentage of dishonest recommenders and loppp =

percentage of recommendation deviation. This e
from 8% dishonest recommenders with 80% recommenrdat
deviation and 40% dishonest recommenders with 20% Allhonest trust recommendations
recommendation deviation. (12)

In case of random opinion attack, the average tralstes of ) )

node 21 are shown in Figure 4(c). Here, after 10ds the Any successful defense scheme is expected to HglieRP
percentage of bad mouthers and ballot stuffersgggafrom With low FNP and FPP.. _ o
10% to 30% and 30% to 10% respectively. The ineréas Perf_ormange oi_STRD in r_eference to Detection Ratio is
percentage of bad mouthers decreases averagedtustand furnished in Figure 5. Since proposed scheme egploi
increase in percentage of ballot stuffers increéisesverage Median for computing dissimilarity factor so maximu
trust value. Also, increase or decrease in averageis less Percentage of dishonest recommenders is restriotetB%.

or more depends on percentage of recommendatidh t_hese scenarios, the s<_:heme_|s evaluated un_gbfyh
deviation, as obvious from 20% and 80% recommeodati deviated as well as low deviated dishonest recordatems.
deviation respectively. Random opinion attack agsaged 'nitially, results are recorded with 80% recommeiafe
end up with fluctuation in average trust of nodenirhigh to  deviation (high deviation) under different attacks,, bad
low and vice versa, depending upon percentagesbiodist mouthlng,_ballo_t stuffing and random opinion, byntinually
recommenders, distribution percentage of bad mesite ncrementing dishonest recommenders up to 48%hasrs
ballot stuffers and percentage of recommendatisiaden. " Figure 5(a). Consequently, the lowest mean oiftO)
Results in Figure 4(a)-(c) also affirm that averagest of for bad mouthing attack is Q._6999, for b_allot sngfattack is
node converges to certain value after some itersitiand 0.6181 and for ranqlom opinion attack is 0'6849“%93(6‘)
does not change in subsequent iterations, provithed presents the effectiveness of proposed scheme 1086

0 . i S
percentage of dishonest recommenders and recomtizamgia rReI(D:;)n?n/fe:d’\éfs Sn?OZZOPA; despite of increase in dishones
deviation remain the same. P '

Alldishonest trust recommendations

Honest trust recommendations detected as dishonest

*
H
o
o
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1 . Results in Figure 5 persistently exhibit similahbeior in all
. o the three types of attacks, it clearly implies il&¥RD is not
08 K A i i e oot psaiaisil sensitive to type of dishonest recommenders. Bat it
o ,"ﬁ' performance relies on percentage of dishonest
2 éf‘ recommenders, recommendation deviation and meaetoff
2 o6} ,’} 5 e A (MO)
= b4 ,/' .
@ ,’0‘ A . .
= e 4.4 Comparative Analysis
5 0.4 fogt . . . .
8 - 0% Dishonest, 0% Deviation Here comparative analysis i8TRD is presented with three
2 ----@---- 8% Dishonest, 20% Deviation indirect trust computation schemes, i.e., weigtaedraging
02 40% Dishonest, 20% Deviation |1 scheme [20], personal experience based scheme aj28]
----9---- 8% Dishonest, 80% Deviation iorit le b d h 30 f d WA$ REd
~------- 40% Dishonest, 80% Deviation majority rule based scheme [30] referred as
0 . . . MOS respectively in simulation.
20 40 60 80 100 Aggregated indirect trust of the evaluated nodpresented
Rounds

for the sake of better comparison in absence dioisst

@ recommendations using weighted aggregating medrgiveen

0% Dishonest, 0% Deviation in Equation' (12)'
08 o 4o ishomest. 20% Deviaton |1 Ly
8 ----9---- 8% Dishonest, ’80% Deviation . JZ:;TVU RTYJ(
$ o6l A as -é 40% Dishonest, 80% Deviation T = (12)
< T a
g 0L!:E::!’ﬁ%i::-_«ge_.,x_ . Where,
-.': 0.4 Tt ﬂ"g agg . .
8 Ty = aggregated indirect trust
E 02 TV = trust of trust evaluating node on recommender
RTV,, = recommended trust
0 o p o - o N = Total recommenders whose trust recommendations a
Rounds used in aggregation
(b) Firstly, bad mouthing attack is launched by attaskand
1 evaluated node’s (node 7) aggregated indirect tigst
examined with various percentages of bad moutheds a
08 recommendation deviations. Here in this scenariad b
s mouthers are in combination of low trustworthy @éating
3 06 node” trust on the recommender 0.4) and trustworthy
= P A e S (“evaluating node” trust on the recommender > 0.4)
é ﬁf"d"*‘:* '“"\::::‘,-"5’“'%}'-'-'-: "wgﬂf'“ recommenders. The results of the simulations avengin
5 048 - B - Figure 6(a)-(d).
3 We can observe thatSTRD accurately computes the
~ 02}-| ------- 0 (O0x0)% Dishonest, 0% Deviation ] evaluated node’s aggregated indirect trust as avitem
:::z:: :g Elgﬁggizf’ B:z:g::: gng BZX:ZI:E: these four figures, i.e., aggregated indirect tiastame as
0 , e that of aggregated indirect trust in absence ofrbadthers.
20 40 60 80 100 Performance ofSTRD in comparison with WAS, PES and
Rounds MOS proves better in all scenarios of bad mouth&ERD
© removed all bad mouthers and computed same aggrkgat

Figure 4. (a). Effect of bad mouthers on trust of node 7, (d indirect trust as in absence of bad mouthers. @ontto
Effect of ballot StuffG_rS_ on trust of node 12, (Ejfect of iSTRD, WAS does not remove bad mouthers and just
random opinions on trust of node 21 aggregates received recommendations using trust of

After evaluating the performance for high recomnagih  €valuating node” on the recommender as weighting
deviation, recommendation deviation is remarkablparameter. As expected, the indirect trust of “easd
decreased. The recommendation deviation is sed% (ow node” decreases due to presence of bad mouthers.
deviation) with mean offset of 0.42, 0.376 and @.8& bad In PES, evaluating node removes low trustworthy
mouthing, ballot stuffing and random opinion atmckrecommenders and aggregates recommendations frem th
respectively. highly trustworthy recommenders. This scheme shows
Proposed scheme gets 100% RP and 0% FNP and FPpngfficiency due to bad mouthing behavior of highly
presence of up to 44% dishonest recommenders. Hawewrustworthy recommenders, as shown in Figure G{p)The

RP decreases to 91% and FNP increases to 9% wiiéfieme aggregated indirect trust is greater theahAS but
percentage of dishonest recommenders is increasgoht less than the actual indirect trust of the “evaidahode”.
44%, as shown in Figure 5(b). Moreover, FPP i$ @% in This facet is due to removal of low trustworthy
presence of up to 48% dishonest recommenders, lthowg recommenders only and not removing highly trustprt
recommendations deviation is employed. recommenders acting as bad mouthers.
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respectively, (a). 80% Recommendation deviation,46% Recommendation deviation
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MOS gives less weightage to deviated recommendatod Evaluated node’s aggregated indirect trust usBigRD is
the same as that of node’s aggregated indirect tnuthe
absence of dishonest recommenders as attestedgoyeFi
6(i)-(j). The accurate computation of evaluated eisd

In second scenario, only ballot stuffing attackaisnched by aggregated indirect trust makes us clear tBaRD filters
out all dishonest recommendations in the form afdoam

does not remove the bad mouthers. As shown in Ei§(a)-
(d), the scheme shows inefficiency because of vadadbility
of low trustworthy and highly trustworthy bad moeits.

attackers. Evaluated node’s (node 12) aggregatéileat

opinions. Moreover, proposed scheme gives better

trust is examined under varying percentage of baliaffers _
performance than all the three comparative schefoes

and recommendation deviation. Here, ballot stuffams in i -
removing random opinion attackers.

combination of low trustworthy (evaluating nodestron the Conclusively StatinaSTRD i d choi d :
recommendex 0.4) and trustworthy (evaluating node trust onciusively stating IS a good choice under various

: parameters of dishonest recommenders and recomtiersia
on the recommender > 0.4) recommenders. Figure(b)e) - .
. o ) deviation for removing all three types of attacks.
shows results of the simulationsSTRD filters out all the

ball & q | | h Watode’ Furthermore, it gives similar results in presentalbthree
allot stu er; 6}” accurately er'J1 gate the evatliatode’s types of attacks as evident from results. Resulture that
aggregated indirect trust as envisioned,

age _ i.e.,apgregated the proposed scheme is not sensitive to type dfodisst
indirect trust is same as that of aggregated iotiv@ist in  ocommendation attacks.

absence of ballot stuffers. However, performancoxs is
better in this scenario than that of WAS and PE&bse of
giving less weightage to deviated recommendations.

In third scenario, evaluated node’s (node 21) aymjes
indirect trust is examined in the presence of vayyi
percentage of bad mouthers and ballot stuffersrieroto
launch random opinion attack.
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Figure6. Comparisons afSTRD with WAS, PES and MOS. (a)-(b). 40% bad morghéth 80% and 20%
recommendation deviation respectively, (c)-(d). 88 mouthers with 80% and 20% recommendation dewmiat
respectively, (e)-(f). 40% ballot stuffers with 8G#d 20% recommendation deviation respectively(lfly)8% ballot
stuffers with 80% and 20% recommendation deviataspectively, (i)-(j). 40% random opinion attackesth 80% and
20% recommendation deviation respectively. In ramadpinion, bad mouthers and ballot stuffers amaiio of (8%, 32%)

and vice versa.
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