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Abstract: In the proposed hybrid intrusion detection procesdntrusion detection methods, a hybrid intrusionedébn

misuse detection and anomaly detection model isgmted to
detect the attack in traffic pattern. In misuseedébn model, the
traffic pattern is classified into known attack amst known attack.
Each extracted normal data set does not have kattaok and it
contains small amount of varied connection pattehas overall
normal data set. Anomaly detection model classtfiesnot known
attack as normal data set and unknown attack tpsoving the
performance of normal traffic behavior. Experiméntcarried out
using NSL —KDD dataset and performance of propeggatoach is
compared with traditional learning approaches mmgeof training
time, testing time, false positive ratio and detectratio. The
proposed method detects the known attacks and wmkradtacks
with ratio of 99.8 % and 52% respectively.

Keywords. Anomaly detection, misuse detection, traffic patter
hybrid approach.

1. Introduction

IDS are an intrusion detection system [1] that cistdhe
presence of attack in the given environment. ThHe i¥Dmade
available in the network to restrict the connectibg
analyzing all the incoming connections. The IDSedtt
abnormal activities of the node by analyzing thdected
packets, acknowledging the admin, black listing tosle,
disrupting all existing connections with the attawdde and

method combining misuse detection method and anomal
detection method is used [2].Only if both the altwns
define the connection as an attack, the hybrid ctiete
method considers it as an attack connection thiiscieg the
false classification rates. In the proposed workproved
CART is used in misuse detection model and Extreme
learning machine [4] is used in multiple anomalyed&on
models. Improved CART is used to classify the inicgm
traffic into known attack and not known attack insuse
detection. PSO is implemented in Anomaly detectrmthod

to improve the detection accuracy. It produces ragairacy
when integrated with ELM. Multiple ELM based PSO
detects the unknown attacks with high accuracy.

2. Related Works

An anomaly detection is proposed in [5] by caldoigtthe
interrelation of IP addresses in the outgoing icgfattern at
the doorway router. Through statistical analysispraaly
detection is made efficient by transforming thigeirelated
data using discrete wavelet transform. Trace- drive
evaluation shows that the proposed method work$ wvel
detecting anomalies closer to the source. The graph
presented indicating the anomalies detected usingpar of

prevents network from further damage. IDS are als$Pws and port number relation. Flow based unuseaiork

connected with the firewall to enhance network sgécu
Generally, intrusion detection algorithms are dfees$ as:

traffic detection is proposed in [6] to increase tletection
accuracy. This method combines several packetshinad

misuse detection (known attack) and anomaly detecti identical flows thereby reducing processing costpacket

(unknown attack) [2]. Misuse detection model dettacks
based on the known behavior of the traffic. Theyeffective
in detecting known attacks that causes low attackhe
network. However, they could not detect new attaitiat
possess different characteristics as that of knetack.
Anomaly detection algorithms study normal traffiattern
and incoming node traffic behavior. The anomalyedtdn
method assumes that the attacker user behaviergliff that
of a normal user. They assume the node as an artifithe
behavior of the traffic is far different from norimiaffic.

Since various types of different connections arailakle
anomaly detection cannot classify the attack adelytaThis

data. The detection mechanism uses a detectioridano
detect the attack when there is a change in tffiictpmttern.
This function can also detect mutant attack in d¢h#euses
alternate port number. Also it can detect some dilog
attacks that occur in the network. The parameteas ¢an
revert changes in traffic characteristics durintpcit are
considered while detecting abnormal traffic. Howeifehe
attack does not cause any change in traffic pattis
method remains difficult in detecting the attackpayload
based detection mechanism is proposed in [7] fevamting
the network from unknown attacks. The proposed awkth
focuses on application level network anomaly détectit

affects the performance of the algorithm [3].Anoynal US€s a keyword based approach which includes 2ephas

detection algorithms detect new attack patterng, the
detection rate is not much effective as misuse ctiete
models for known attacks. False positive rate ghéi for
anomaly detection, which is a ratio of misclassifigormal
traffic. To reduce the drawbacks of these two tradal

Training phase and Detecting phase. Training plasies

the dataset and detecting phase matches the ingomin
keyword with the stored keyword and sends an al&iime
keyword does not match. In low false alarm condgiothe
detection rate is not satisfying. However the rsssthow that
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extracting useful data from packet payload resufts packets to increase the performance. The Naive Baye
reasonable performance. classifier is helpful to obtain a better solutiondetect attack
Prevention of DDoS attack and Data modificatioracktis in an uncertain world because of its predictabltuee. It
presented in [8]. This paper presents DDoS and Datdso requires less number of training data to nreashe
Modification attack scenario and also providesdhleition to  parameters of a classification model. The resuitsasthe
prevent it. In case of data modification attackshibws how detection rate and false positive rates achievatyu®NB.
easy to read/forward/modify the data exchanged dmitwa The proposed scheme produces 92.34% accuracy in
cluster head node and computing nodes. classifying packets which is higher than other taxis

A Fuzzy Logic based Defense Mechanism againsigorithms. But with the increase in traffic, acey and
Distributed Denial of Service Attack is presentad[9]. A  detection rate decreases.

fuzzy logic based defense mechanism that can bevifet A new detection algorithm S3 is proposed in [11]d&gtect
predefined rules by which it can detect the malisipackets the important and short span anomalies. Bayes Kcts
and takes proper counter measures to mitigate theSD the anomaly in multiple input signals. Bit rate rredation
attack is proposed. Also a detailed study of d#fferkind of between the incoming and outgoing packet is constias
DDoS attack and existing defense strategies has deeied input signals that helps in identifying anomaly €Tgroposed
out. algorithm does not deal with true positives. Thpezimental

A novel Intrusion Detection scheme named Intrusioresults ensure that S3 algorithm perform traffioraaly
Detection using Naive Bayesis implemented in [IThis detection with zero false positive.

IDNB is a traffic classification scheme to detdw intruded

Table 1 Review of Literature

Ye Author Techniques used Parameter used Observations
ar
V. Hema and CJ| Intrusion Detection.  Accuracy. It  produces  92.349
20 | EmilinShyni using Naive Bayes Detection rate and Faldeaccuracy in  classifying
15 positive rate. packets. With the increase |n
traffic, accuracy and
detection rate decreases.
SeongSoo Kim and A traffic anomaly Trace-driven evaluation. It provides an effective
20 | A. L. Narasimha Reddy | detector, operated in means of detecting anomalig¢s
08 postmortem and in real- close to the source
time, by passively
monitoring packet headers
of traffic.
Jeff Kline, Sangnam  Detection algorithm  Accuracy Achieves over a 20%
20 | Nam, Paul Barford| called S3 that utilizes a False positives improvement in accuracy. |t
08 David Plonka, and Amos$ Bayes Net performs traffic anomaly
Ron detection with zero false
positives.
Like zZhang and|  Application level Total Attacks Detected. It has slightly higher false
20 | Gregory B. White network anomaly]  Payload related Attacks. | positive rate.
07 detection Overall False Positive If there are very few
Rate. payload related attacks, and
they are difficult to detect
Able to detect more attacks
always.
Myung-Sup Kim A Flow-based Method System overhead. Detection accuracy i$
Hun-Jeong Kong for Abnormal Network Detection rate. increased.
20 | Seong-Cheol Hong | Traffic Detection This  function detects
04 Seung-Hwa Chung and mutant attacks that use ngw
J. W. Hong port numbers or a changed
payload.
If an attack does not
influence network traffic, it ig
difficult to detect this type o
attack.
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All possible splitting nodes find out the possitdplits of
each predictor. Check Y is a nominal categoricaiatde of

3.1 Proposed Hybrid misuse and anomaly detection categories; there aré/-! — 1 possible splits for this

for traffic
The proposed Hybrid Intrusion Detection technigcestain

predictor. Check Y is an ordinal categorical or tawrous
variable with M different values; there is M - Tfdrent split

both misuse and anomaly detection to detect thewknoon Y. A tree is grown starting from the root nodehe

attack and unknown attack from the incoming corinact
While establishing connection, illegal traffic istiuded to
attack the network. Hence traffic features areastéd and
analyzed using this hybrid approaches. In misugectlen,

improved CART technique is used where as in anom

detection extreme learning machine (ELM) algoritbrased.
The proposed flow diagram is given in figure 1.

a)

Training Testing
Training dataset| Sense an
incoming
convention
Build misuse
detection model
on Training Extract the
Traffic features
from the
Decompose
normal training
data into subs
: Classify the
Build Anomaly known attack
detection on a using misus
normal date
Data is the Wait for next
same leaf incoming
belong to the connectiol

Figure 1. Proposed flow diagram
3.2 Improved CART (ICART)

Decision tree is tree structure that is used tesifyathe data

based on the decision. An Improved Classificationd a

Regression Trees (CART) is a one type of classifieich
take historical data to construct the decision.tleeCART
tree is a binary decision tree that node is spijtinto two
child nodes repeatedly, beginning with the root enddat
contains the whole learning sample [12].

The fundamental idea of constructing tree is tooskeaa split
along with all the feasible splits at each nodetlsat the
resulting child nodes are accurate. In this algariconsider
only uni-variate splits. Each split depends on tadue of
only one predictor variable.

following procedure is used iteratively at eacheod

3.2.1 Select best splitting predictor

In each continuous and ordinal predictor, arramgevialues
n ascending order and then check the value froentop
Node of tree to determine splitting point that ekambest
and maximize the splitting criteria when the nodesplit
according to it. To observe each nominal prediciod
possible subset under the categories(call it B, & B, the
condition is true goes to the left child node, otvise, goes
to the right.) to select the best split.

3.2.2 Select the best splitting node in the tree

The best splitting node to found in step 1, prediut
particular one node that maximize the splittingecia.

To identify the best splitting node found in stept@® check
stopping rules are not satisfied.

The categorical dependent variable if X is categgdyithe
splitting criteria available: Gini criteria

At node s, let probabilities q(n,s) , q(s) and q(sh be
estimated by

TRy (2

Q. 9 ==

T

) =) 9.

_ems) _ Q(ns)
06~ T.Qns)

Qln\s)

Where,

Tem = Ei"Etpi"g-rR[Ir =n)

With k (d=e) being indicator function calling valdewhen
d=e,0 otherwise.

Gini criteria,

Gmi(fa)=1- ) {%}

Zhdom [f)

Therefore the evolution criteria procedure for stihgy the
attributef; is denoted as

Rand-Gini gain f. a,,)=

Tfl=vep pov o
—"-r};'ﬁ::'n: I:f, ﬂf{:ugiﬁup )

Gini (f, a,) - T

1:'-'9;_ R

The procedure for constructing new decision tréeguBGG
is given below:
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New decision tree(S, Arr_list, RGG)
S - Data Partition

Arr_list - Attribute List

RGG —Randomized Gini Gain

L_R — Label root of n

Begin

Initialize a node n

Check samples in rne to same class, P then
Return n as a leaf node

Check Arr_list= 0

Then apply Rand-GiniGain (ff o )
SetL_R as g (Arr_list)
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¥ AF {)_.} = Eil_ﬂif{“ﬁi-}‘_f +my) = 0;(1)

where j=1,2,...,S ang; = [py. pig. - pim 17iS Weight vector
related to the "I hidden node and input nodes,
8; = [Bt;,. Bty ... Bt ]7is weight vector relating"i hidden
node and output nodes ard; is the I' hidden nodes
threshold.

sety;. y;be the inner product ¢f andy;. Then (1) can be
written as,

. Ng=T(2)

For each outcome O of g (Arr_list) do where
SubtreeO=New decision trees; Arr_list, RGG} ' Floy .y, +my) Flpey, +ms)
Join the root node n to subtreeO N = : : 3)
Return n fouys+my) w flpeys +me)
End

_ _ _ B: ty
In the improved CART techniques some stopping rales g=|: andar = | : 4
applied to verify the tree growing process termorat The ' 355 R ¢
following subsequent stopping rules are used ins thi . - e
procedure: l'I'he output weightf can be calculated from,
i) If the node is accurate in all cases that have tickn g = NT(5)

values and dependent variable then those nodeddshou

not be split.

i) In a node, if all cases contain identical values dach
predictor, that node should not be split.

iii) When current tree depth reaches the user speci

Where Nis the Moore-Penrose generalized inverse
operation of Matrix N.

fied M algorithm can be stated in three steps:

maximum depth limit at the time tree growing prece

should stop.

The size of the node is less than the user spéci

minimum node ,the node should not be spilt.

V) The splitting node results in a child node whosdensize
is less than user specified minimum child node s&ae
the node should not be spilt.

In case the best split bs of node s, the developitkéirs, s)=

q(s) 4j{bs.s) is smaller than the user-specified minimu

development, that node should not spilt. Here hia tvork

Improved CART is used to classify the incoming ftcainto

known attack and not known attack in misuse deiacti

iv)

3.3 Extreme learning machine

Extreme Learning Machine (ELM) theory was propobgd
[4] for single hidden-layer feed forward networl8i FNs). It

S Algorithm:

~ Input:S training samples(y; ¢;), where

Ie_‘}’[ = [IELJIEZJ ...,x;m]TERW‘ and

t; = [£i,tig) o tin] TER™With § hidden nodes and
activation function f(y).

Output:Output weight, & = NTT

Step 1.Parameters of hidden nodey; ¢;), where
i=1,2,....5 are randomly assigned.assign input weigh
pyand biasm;

Step 2. Matrix of hidden node N is calculated

fy nt my) fps nt mz)

floyy: +my) Flpsys +mg)
Step3.0utput weightB is calculated usings
whereT = [t,.t,,....t]7

f

m

N =

NTT,

is applied to real-world problems such as regressiod

classifications. In ELM, the number of hidden nodesst be
defined, and then the input weights and biasesardomly
assigned while output weights can be determinetytcelly
by generalized inverse function. The training phease be
completed through nonlinear transformation
undergoing learning process. As the learning patermere
randomly assigned, they remain unchanged in trgiphase.
Several variants of ELM [13] such as IncrementalVEL

evolutionary ELM, error-minimized ELM, Pruning ELM,

two-stage ELM, online sequential ELM, voting-bad&oM,
fully complex ELM, ordinal ELM and symmetric ELM ar
proposed to overcome that issue.

For S training samplés; ¢, where

¥ = ¥ % o Xyl TE8R™ anct; = (£, tig, wu tin] TER™
with 5 hidden nodes and activation function f(y).

In this work ELM is used to classify the incomingtkknown
attack into normal and unknown attack in Anomaltedgon.

3.4 Particle Swarm Optimization

withouPSO was introduced by [14] used to solve optimizati

problems. It was developed as an inspired mechanism
followed by bird flocking behavior. Consider therfiaes
search for a single piece of food that is available given
search space. The best idea is to follow the binithvis
nearer to food. Here bird is referred as partigch particle
has its own velocity which moves the particle tadgathe
solution and fitness value calculated by fitness
functionf(x) = (x1% +x22+... +xn?).

Initially PSO has a group of random solutions. Fritven it
searches for the optimal solution by updating gstins.
Each particle is updated by two best values in éacation.
The first one is personal best and it is calleglzesst. pbest is
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the best fithess value obtained by the particleotAer one is
global best and it is called as gbest. It is theefs value
tracked by PSO and it is the best value obtainedhiey
particles in the population. The particles updabesp and
gbest values in each iteration. The loop continumes all
particles exhaust or the maximum iteration is redch
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The KDDTrain+.TXT and KDDTest+.TXT documents are
modified in the NSL-KDD data set are organized for
evaluation. These contain traffic details including
information about normal traffic pattern featureedaa
connection label that specifies the attack
type.KDDTest+.TXT contain some attack types thay mat

The particles update its velocity and position raftebe available in KDDTrain+.TXT. Using connection élthe

finding two best values. The following equationuised to
find the velocity and position of each particle.

vel = vel + el = ul = (pb — current) + 62 sul = (gh — mentj(6)

7

current = current + vel

attack records in KDDTest+.TXT categorized as known
attack and unknown attack. The attacks with theeskel

in the KDDTrain+.TXT and KDDTest+.TXT need not have
similar traffic features to be categorized as knattacks.
Therefore the training data set and testing datasse
organized in order to categorize known attackswardown

PSO is implemented in Anomaly detection method téttacks in the following manner. The traffic data i

improve the detection accuracy. It produces mo@iacy
when integrated with ELM.

3.5 Hybrid misuse and anomaly detection

Using Improved CART mechanism the training model
built depending on the training dataset. The misletection
model is effective in detecting known attacks tteaises low
damage. It detects only the known attacks with allsfalse
positive rate. However, they could not detect neacks that
possess different characteristics as that of knattack. It is
known that false positive rate of ICART methodde/] each
normal training dataset is trained by ELM.

ELM model is trained and is decomposed by ICART etod

KDDTest+.TXT is divided into two sets depending e
type of connection is known in KDDTrain+.TXT. Thiest
set contains the connections that are known
KDDTrain+.TXT and second one contains connectidra t
igre not known by KDDTrain+.TXT and they are labesed
unknown attack. The first set is combined with
KDDTrain+.TXT and then it is evenly divided intoatning
dataset and testing dataset depending on the tfpe o
connection. In Testing dataset, two types of cotines are
available. Then KDDTest+.TXT were added to testiay
thus completing the testing set organization.

The following table describes the dataset usedtrftining

and testing of different protocols. In the givenadat, partial

by

The reason behind decomposing normal dataset i th@nount of data is used for training and remainingsed for

anomaly detection scheme using ELM can furthergmatee
the normal dataset into unknown attack and norratdsit.
There may be various normal patterns as statedaitogol
type, service type and so on.

The ELM model is very conscious to the trainingadat and
can result in producing high false positives. Taigate this
issue, the normal dataset is dissolved into smalaia
subsets. With these obtained subsets multiple Etdvbailt.
Therefore the patterns of these smaller subsetsbwilless

complex as that of complete dataset. For each etatas

multiple models are built and this will be lessxilde than
building a single model for large dataset. This borad

testing purpose.
Table 2. Training and Testing Dataset

IC
Dataset TCP UDP MP
% KDDTrain+20 | 55506 3011] 1655
KDDTrain+ 10268 | 1499 5599
9 3
KDDTest+ 18880 2621 1048

ICART-ELM model targets the normal data on smallegLM and PSO classification training accuracy foogmsed

datasets as individual ELM on smaller region finat ds
appropriate normal pattern in the dataset. HenCARIT-
ELM model can detect the attack with low false pesirate.
The training time of a dataset and the detectimg iinvolved
in anomaly detection can be improved by tree deawsitipn
method.

4. Result and discussion

The proposed methodology is implemented using Jeva

front end and MySQL as back end. The experiment
conducted for evaluating the effectiveness of theppsed

work using NSL-KDD dataset. The NSL-KDD is an

enhanced version of KDD'99 in terms of redundastance
removal. KDD'99 dataset is found difficult if therare
number of redundant instances in training andrtigstataset.
Hence NSL-KDD dataset was proposed by discardihthel
redundant instances and remodeling the datasetcfarrate
evaluation of the proposed works.

methodology is given in the table below. It is eg@nted by
percentage (%)

Table 3.Training accuracy for classifiers

Classifier Accuracy (%)
ELM training 92
accuracy
is -
ELM with PSO 96
training accuracy

From the table, it is clear that the ELM with PSi@assifier
achieves high training accuracy of 96% where ELMnal
produces only 92% accuracy.
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Table 4 Training time comparison between proposed and Table 5. Testing time comparison between proposed and

other methods

Methods

Training time(sec)

Proposed approach 40.2
DT-SVM 56.8
Conventional hybrid method (serial) 76.63
Conventional hybrid method (parallel) 76.63
Misuse detection method(DT) 35.21
Anomaly detection method(1-class SVM) 41.42

Training time for proposed method and other methags

conventional methods

Methods Testlng
time(sec)
Proposed approach 8.3
DT-SVM 11.2
Conventional hybrid method (serial 15.62
Conventional hybrid method 30.17
(parallel)
Misuse detection method (DT) 1.07
Anomaly detection method(1-class 29.1
SVM) '

Table 4lists the testing time taken for proposedhoe and
other conventional methods. DT-SVM method takes2 11.
seconds; Conventional hybrid method takes 15.623@ntl7
seconds, Misuse detection takes 1.07 seconds aachain

listed in the above table. DT-SVM method takes 56.§etection takes 29.1 seconds.lt is clear that trmgsed
seconds; Conventional hybrid method takes 76.68nsks; approach takes less testing time i.e. 8.3 seconds.
Anomaly detection takes 41.42 seconds. Our proposed

method takes 40.2 seconds which is lesser thanr othe

methods except misuse detection which takes 3&&dnsls.

Training time (s)
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Figure 3 Testing time of existing and proposed approach

Figure 2. Training time of existing and proposed approachg.qm figure 3, it is understand that the proposemtkwof

From figure 2, it is understand that the proposextkwof
training time is lower than existing approach. i#

represented in second(s).

testing time is lower than existing approach.s ltapresented
in second(s).
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Table 6.False positive, Detection rate known, Detectioe ratAccuracy, detection performance, training time, aesting
unknown comparison between proposed and DT-SVM time.

Table 7.Detection time comparison between proposed and

Metric Proposed | - o\ other methods
approach
False positive (%) 1.8 1.2 Algorithm Detection time(sec)
Detection rate 998 99 1 Proposed approach 35
known (%) ’ ’
DT-SVM 42
Unknown (%) 52 30.5
From the above table, it is understood that falssitjve, Conventional hybrid method (serial 65
Detection rate known and unknown is compared and
proposed method is better than DT-SVM with highelues. | Conventional hybrid method (parallel) 72
Metric Misuse detection method(DT) 78
100 Anomaly detection method(1-class SVM) 81
= 50
< Detection time(s)
Y
z 90
g 0 2 80
g T 70
- @
- £ 0
. = 50 A
& 2 40 -
E 30 -+
T 20
A 10 -
0 -
X ¥ Qe
B Proposed approach ®DTSVM &0’5‘ ¢§ g\\o 6&0 b@/‘\ &°
IR
Figure 4. False positive, detection rate of known and é-}} & g&" D
unknown attack of existing and proposed approach @Q(’ @“ﬂ‘“\’ {}“ﬁ“% &\“ S
) o R . N A o
In figure 4, it is understand that the proposedkwair false é{\‘o O{\*O &
positive rate, detection rate of known and unknattack are 06‘\‘ OC}‘ &
higher than existing approach. It is representegeirtentage oC »
(%). Methods
Detection time is compared between proposed appraad

other methods. Proposed method takes lesser tim@5of
seconds whereas existing DT-SVM method takes 4@nsks;

Conventional hybrid method takes 65 and 72 secondéz,
Misuse detection takes 78 seconds and Anomaly tiltec 5 Conclusions
takes 81 seconds.

In figure 5, it is understand that the proposed kwof
detection time is lower than existing approach. idt
represented in second(s).

igure 5 Detection time of existing and proposed approach

The proposed hybrid intrusion detection method is
integrating a misuse detection model and an anomaly
detection model in a decomposition structure. Fithe
First, the detection performance of the proposethatewas |CART was used to create the misuse detection nbaels
evaluated. The detection performance of proposett was uysed to decompose the normal training data intollema
compared with the existing approaches. This exgenm subsets. Then, multiple ELM is used to create asmnay
demonstrates that the proposed hybrid intrusioreatien detection model in each decomposed region. The
method is better than the conventional method®ims of experiments demonstrated that the proposed hytiridsion
detection method could improve the IDS in terms of
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detection performance for unknown attacks and tietec
speed.
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