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Abstract: Botnet are identified as one of most emerging tereamay be reduce. Anomaly-based and signature-basetivar

due to Cybercriminals work diligently to make mostilee part of

the users’ network of computers as their targetdnjunction with

that, many researchers has conduct a lot of steggrding on the
botnets and ways to detect botnet in network traflost of them
only used the feature inside the system without tioeimg the

feature influence in botnet detection. Selectirgigmificant feature
are important in botnet detection as it can in@dhg accuracy of
detection. Besides, existing research focusses amtiee technique
of recognition rather than uncovering the purposhimd the

selection. Therefore, this paper will reveal thituence feature in
botnet detection using statistical method. The Iltesbtained

showed the accuracy is about 91% which is apprdeina
acceptable to use the influence feature in defgttdinet activity.

types of approaches to detect intrusion activitporaly-
based is a technique that monitoring unusual nétiraific
activities such as high traffic volumes and traffic unusual
ports. Meanwhile, signature-based is one of detecti
methods that observes the system streams and firas
examples of existing botnets which can perform pgiom
recognition and requires a low-asset to prepare.
Moreover, choosing significant features is impatrthafore
introducing IDS as a defense tool. This is becélusesuccess
of detection are depend on a set of features tivaivied in
detecting botnet activity. Besides, there are noenspecific
features in botnet detection that might be usedi&ecting

Keywords: Feature Selection, Botnet, HTTP Botnet, StatisticaPotnet attack in the network. Each researcher zasli

Approaches
1. Introduction

Nowadays, a botnet is widely utilized as a pardiffierent
cyber-attacks which prompt to the genuine dangersur
own system resources and organization’s properfisshe
networks develop massively in size and complexitytnet
detection is an exceptionally difficult issue whichakes
attention of several researchers to distinguishitige
expanding issue of the malicious activities. Latddgtnets
have been identified as one of the most develohirgats to
the security of the Internet which become muchntitia.
These threats will make genuine harm corporate
government organizations, for example, what happere

distinctive names for a similar of subset whileesthutilize a
similar name but different type. Notwithstandinge th
significance in choosing the significant featurésere no
specific research on a set of the features thahtmige in
detecting HTTP botnet activity. The existing resbar
focusses more on the technique of recognition rathan
uncovering the purpose behind the selection. Magawnost
of researcher only used the feature inside thesystithout
mentioning the influence feature in botnet detectio
Therefore, it is necessary to reveal influenceuieain botnet
detection in order to overcome the difficulty tcognize the
botnet activity in the network. In conjunction withat, this
Haper will reveal influence feature in botnet détet using
statistical approach and comparative analysis fearier

February 2017, an enormous DDoS attack on Luxengteour fesearcher. Then, a set of selected features wvell b
government servers that reportedly lasted more than fécommended to be used in detecting botnet actimithe
hours, and more than a hundred websites are affeCtber network. The remainder of this paper is presensefibliows:
than that, in January 2016, online banking websitel Section Il discusses about related study and sedtio
mobile application of HSBC’s were temporarily knedk Presents the methodology use for this paper. Sedto
offine by a DDoS attack [1]. DDoS attack is difgct presents the analysis of the results. Section \tlades the

attacking a single site or system which is usuthgeted to
companies, institutions and even governments andrige
companies [2]. As the result, it will distributeagsps through
network backbones, facilitating the denial of lagéte
access, service become unavailable and loss indiiga In
addition, on November 2016, about 4.5% of 20 milliixed-

paper and presents future work directions.
2. Related Work

The discovering significance feature is very impottin
order to avoid the problem such as redundant aptication
dataset. This is because it can reduce the migaation of

line customer of Deutsche Telekom customer in Gaymadata and produce the best set of feature from elathen

was hit by network outage due to Mirai botnet [Bhis type
of botnet is intended to transform network deviéeto
remotely controlled "bots" that can be utilized rwount
huge-scale network assaults. Thus, the essentiahahould

produce the better rate of detection. For exanipléne study
[4] find an optimal set of features in detectingdst cancer
from microarray dataset. This set of features pcedbetter
performance in detection accuracy which is captbldetect

be consider to protect organization from any ségurithe breast cancer using active learning with acyug4%. In

malicious threats that occur inside the network.

Intrusion Detection System (IDS) is a network systéat
built for analyze network activity and recognizespigious
pattern which can be harm to the network. By inti@dg
this IDS, the possible damage that occur insidenttevork

contrast with author [5], uses the minimum sub$deature
from the original set to get efficiency load anitprforecasts
of electric power. From their result, eliminating iaeffective
input of feature shows the improvement of forecasturacy.
However, [6] selecting significant features by gsifuzzy
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rule framework. The author control the redundarcynake
their system to avoid measurement error in a pdatic
feature. The experiment result of this author psoveat
selected feature with redundant control provide Heest
performance compared to the dataset using freengdess.

In 2017, [7] acquire the set of features per sartpleredict
the metastasis in endometrial cancer. The featureséd to
test on training and testing cohort. The resulthef training
cohort attain 100% accuracy while in testing coliodivide
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different sets of features. For this project, apper model
(forward selection) will be used. This is becauseoading to
[17], wrapper model is the best method to detettdioas it
is can determine the most effectiveness subsetatiifes that
yield accuracy of detection. This method also acddined to
over-fit the informations particularly when the maee of
information is insufficient [18].

The difficulty to detect HTTP botnet as it hidinghinds the
normal HTTP flow are the reason [19] to identifyeth

by node-positive cases (90% accuracy) and nodetimega abnormal flow in web traffic. He has used sourcet po

cases (80% accuracy). This output causes to tmafisant
enhancements in the estimation of lymphatic metastan
endometrial cancer patients. The study by [8], esgg
method of adaptive feature combine with featurdirdifve
degree to verify standard compact descriptors fisual
search. The result takes 10% mean average precisidn
increase with very low bit rate mode in top mateter
Moreover, [9] selecting an optimal features to dase the
rate error of classifier and increase the ratestifration with
additional accuracy. Contrast with author [10], us=d the
method of embedded feature in bug prediction. Hsalt of
his study shows the method decrease the predieti@n of
the regressors and increase their stability. Al #xisting
research was been carried out the study aboutfiseymi
feature however the researcher does not focus dneto
detection. Thus, this section also will be expldiadout the
definiton of flow, feature selection and statiatic
approaches.

2.1 Flow Definition

According to [11] a set of IP packets which passamgy
observation point during a certain time interval time
network is known as a flow. In a particular floweey packet
has its own common properties. Each property hgis ttwn
information or feature that can be used in detgctine
presence of botnet activity. This statement sugioloty [12].
He stated that the flow-based feature is imporiaatrder to
identify the presence of bot in the network. Heo akarifies
that botnet activity can be recognize quickly beftiie task
during C&C finished. Besides, the high accuracgetection
can be provided by monitoring the traffic flows [18 study
from [14] used the flows of traffic to recognize thet
activity and location of zombie computers. Mean@h|lL5]
stated that the detection of a botnet can be ifigmtby
observing the flow-based traffic features. The flfatures
must be extracted from packet headers in ordehoose the
most suitable feature. Therefore, selecting a fogmit
feature is essential as it depends on feature aduse a
better result in botnet detection.

2.2 Feature Selection

Feature selection is the method of selecting aetubiisthe
variable in the training set and only use his subsdeatures
to provide the better prediction results. According[16],

feature selection is a technique to eliminate #@undant

and unnecessary features. Eliminate the redundadt a

unnecessary features are important since some dé#tures
may have a subset of another feature. Featuretiselexan
be categorized into two categories known as fittedel and
wrapper model. The filter model use estimation pags and
mostly rely on the properties of underlying dataamehile

wrapper model discovers appropriate features tHlToug1

repetitive application of the classification algbm with

number, destination port number, source IP address,
destination IP address and protocol detect theepoes of
abnormal activity. These five features are usedabthor
differentiate abnormal web traffic from regular wedgjuests.
Moreover, [20] used six tuples as a features inréégarch
by discovering the similar patterns of communiaatiand
behaviors to detect malicious activity in the netwd®source
port number, destination port number, source |Presid
destination IP address, protocol and number of gigachre
the six tuples that have been used by this researth
recognize the malicious activity. The author [2fi]dy that
SYN flag, FIN flag and PSH flag of TCP connectiagige
significant information related to the existencewab-based
botnet. He uses this three feature in neural nétveord
conclude that only SYN flag and FIN flag are esigérin
detecting botnet. Their result shows that thisueatre able
to detect HTTP botnet although the message beioymted.
Besides, [22] monitor the host that generates #ikiré
patterns for a short period to detect a new bdthénnetwork.
He used the source IP address, the destinatioddfess, the
source port number, and the destination port nurimberder
to recognize the existence of abnormal activity tire
network. In addition, based on the statement [23]TH
botnet do not keep alive the connection to C&C senand
will terminate the session then re-establish forwne
transactions. This will lead to the number of oingoTCP
connection attempts to become large. Thus, in daldetect
this situation occur, the ratio of incoming to aitgy TCP
packets per time interval and the ratio of TCP pésko the
total number of packets per time interval need eofdund.
Meanwhile, [24] calculate the amount of the lengttHTTP
reply packet payloads for a set of bunched flowse &uthor
recommends that the payloads established for reafié
requests are tend to be bigger conversely. Theornuatlso
deliberates that if the sum of payloads underndshvalue
threshold of 2 KB to be suspicious.

Other than that, [25] extract GET or POST requiest$TTP
traffic and group by the similarity of the messagddis
author defines three features in order to ideftdinet traffic
which is periodic factor, the range of absolutegfrencies
and the time sequence factor. All this three featisr a
measure related to the group by similar HTTP messag
However, [26] study packet size to detect low-rBi@oS
attack in the network traffic. He discovers the vensal
entropy of packet sizes by defining the smallerultes;
packet size are tend to be attacked. He also stat¢dhe
attack is detected when the distance between th@apility
distribution of packet sizes greater than the vabdfiethe
threshold. The research study [27], observing théi¢ of
single host to detect HTTP botnet. Entropy of tigag and
acket count are two feature that produced fronfficra
odel. Based on their perception, benign HTTP d&gtiv
bursty in nature and has a higher estimation of thath
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features contrasted with bot movement which is ickemably
more occasional in nature.

Furthermore, [28] proposed a minimum set of infeen
features to detect fast attack. His study revaaltlinfluence
feature in detecting fast attack which is src_cpant_count
and dst_count. The result from experiment show ®at
connection per second to distinguish intrusion végtiat
attacker and 3 connection per second to distingaishsion
activity at the victim. Meanwhile, [29] used theafares
based on a host which can detect botnet precisaly.result
of their research produce the highest rate of batatction.
In 2017, [30] obtain the set of features from NSDIK
intrusion dataset by using discretized differengablution
and C4.5 machine learning algorithm. Their reshtives a
significant change in detection accuracy which lide ato
detect new attack with 88.73%
understanding the relationship between the featuhas
influence in detecting botnet activity is necesdargrder to
avoid features selected redundant in the botnetctien.
Previous researcher only used the feature insidesytem
without mentioning the influence feature in botdetection.
Hence, this paper will expose feature that infl@eimcbotnet
detection.

2.3 Statistical Approach

According to [26] statistical methods is a set ohgiples
and procedures used by successful scientists infhesuit
of knowledge which involves data collection, dat
summarization and statistical analysis of relaté$eoved
data. Some researcher uses this technique by kg
estimated values of the parameters to detect bofrias
statement supported by [31] which highlight thecakdtion
of statistical parameters such as maximum or mimnean
be used to distinguish anomalous activity. BesifR, use a
statistical approach to recognize and to reducdicaki
malicious patterns in malware families, which arigalv
features towards automated classification of idieatiand
unidentified malware in large amount. Their studgoa
introduce the novel formalization methodology definas a
statistical approach which automates the identifica of
critical malicious patterns for each malware famillgich is
more consistent compared to related works.

Moreover, [33] proposed a method using statistlzaded
features combine with a machine learning methoardéer to
address the problem of dependency on the signaitire
network packets. The review objectives is to lodktle
utilization of straightforward measurable elemeintsrule-
based system to identify network interruptions. rrrthe
studies, the authors extract seven statisticalufeat from
network traffic for detection of intrusive behavievhich
simplifies the effectiveness of their Intrusion Baion
System (IDSs) against varied types of network &#ac
However, [34] installed spam botnets to capturevask
traffic and characterize this network traffic inder to
identify the main activities. Variations were obsat in the
behavior/features of different spamming botnetseraft
intensive statistical analysis, which can furtherelxplored to
design various spam botnet detection techniques ¥sult,
all botnets contain some individual elements tham be
discovered to improve the differences of botneteckatn
techniques.

In addition, [35] have proposed botnet-versus netwgetting
and virulence estimation approach based on
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sampling along with a novel statistical learninghteique.
The authors claimed that maximum likelihood appration
was used in their statistical method to botnet gedmn.
Meanwhile, [36] present a novel botnet detectiosteay that
is capable to detect stealthy P2P botnets. Themsithassify
all hosts within a monitored network that perform ke
engaging in P2P communications and then derivésttat
fingerprints of the P2P communications generatedhiege
hosts. The author also leverages the obtainedrfiniges to
distinguish between hosts that are part of legigmBR2P
networks and P2P bots [36].

Furthermore, [37] use logistic regression to caltlthe
probability that a packet contains malware. Thiprapch is
the best method compared to the current signatetection

and anomaly detection methods. It is because logist
accuracy. Thereforeggression can replace all the signatures relatea single
malware family with the same accuracy as signature

detection. Other than that, logistic regression niere
accurate with less false positives than the anometgction
methods. Thus, statistical approach is the besttwaletect
HTTP botnet.

3. Methodology

In order to understand how to detect botnet inrtéevork,
the testbed is implemented. The network traffierfrimternal
to external source will be captured by connecting diost
running on Linux to mirror port. One mirror portshaeen

aCOnﬁgured on the network switch in order to monitbe

network traffic on the firewall interface. The newnk card

inside the host needs to be configured as wellr afte

configuring the network switch. The network carcede to
set as a promiscuous mode. Therefore, the monitbostl
can capture any botnet activity inside the netwioalffic as
shown in Figure 1. Meanwhile, the capturing procéss

HTTP botnet started with configuring HTTP botnet

environment setup. Then, the captured packet vallrin
using crontab service and will be saved in *tcpdigngile.
That file will be located at the root privileged dumpit
folder for the next step.

— | Router

irewall

Port Mirror Switch e[|

== It Il
L |

——
[ i

Workstation

Other Devices
Figure 1. Network Design

Besides, the process of the feature selection eawal
feature that influence in botnet detection. Aftere-p
processing data is done, the data will be analygedsing a
feature selection algorithm. Figure 2, shows thecess of
feature selection. From the figure, the capturekgiwhich

random
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involve normal and botnet dataset has been cotleatal
going through data preprocessing.

Collect network traffic

| )

Infected Botnet Dataset

Normal Dataset

» Attribute Selection +

l

Classifier Algorithm

!

Classification Report

Figure 2. Process of Feature Selection

After that, data (57 of the feature) will be analgzby using
feature selection to select the features that @amuded in
machine learning classifier. Then, the dataset bvglltrained
by using three classifier algorithms which are aBayes,
Decision Tree and Random Forest. Table 1, shows
description of the classification algorithm.

Table 1 Result accuracy of Classifier [38]

Classification Description
Algorithm
Naive Bayes | Based on the Bayes rule pf

conditional probability. It makes uge
of all the characteristics contained|in
the data, and analyses theém
individually as though they ane
similarly significant and independept
of each other.
A predictive  machine-learning
model that chooses the objective
estimation of a new sample based|on
several characteristic values of the
available data.
A troupe learner technique that
produces  numerous individugl
learners and totals the outcomes.
The best parameter at every nodq i
a decision tree is produced using |an
arbitrarily chosen number (f
components.

Decision Tree

Random
Forest

The comparisons of accuracy percentage betweerthitde
classifier have been done in order to identify best and
suitable result that can be used for the next phiakle 2,
shows the result of classifier with different ogera. From
the figure, it concludes that optimize operator ahe
forward operator give a better performance in amcyrof
detection. As mentioned earlier, the researcheidddcto
select forward selection because its yield accuraty
detection. Lastly, the classification will be gested with the
selected features that involved for botnet detactio
Moreover, the Likelihood Ratio test and Wald testrevthe
test that give a trivial contribution to the modeldetecting
botnet attack. The feature that influence in bothetection
can reveal by exploring the significant contributiof the
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feature. When the result of feature selected gawgpaed
influenced to the model then, the feature can bed.un
addition, other researchers who focused on botetgction
can refer the result of the feature influence is fraper for
future studies. Figure 3 shows the process of featu
influence.

Table 2. Result accuracy of Classifier

Classifier
Operator [ Random Naive Decision
Forest Bayes Tree
Backward 91.12% 16.35% 91.92%
Forward 91.65% 91.08% 91.90%
Optimize 91.65% 91.08% 91.90%

Each of selected feature (7 of the feature) widititey by
using a Likelihood Ratio test and Wald test modéter that,
all the influence features will be analyzed in ort prove
whether the model gave a decent impact to the mmdeot
in expecting the result.

Log Likelihood Fatio Test
and Wald Tast

the ¥
Feature Analyziz

Figure 3. Process of Feature Influence

The Likelihood Ratio Test (1) and Wald Test (2) evéwo
techniques that involve in assessing the contobubf the
feature [39]. This two test can be used to spesifgther the
features have a good prediction of the result dcaue
variable.

() Log-Likelihood Test

The Likelihood Ratio Test is the comparison between
model with and without a particular predictor. The
predictor the model gave a decent affected in
foreseeing the result when the reduction valuethef
likelihood ratio model without the predictor if the
predictor was incorporated inside the model.

The equation of the log-likelihood ratio test are:

x?= 2 [Log Likelihood(New(with predictor) — Log
Likelihood(Baseline(without predictor)) (1)

(i) Wald Test

Wald test has a special distribution known as thie c
square distribution which is used to estimate the
statistical consequence of each coefficient of than
model. Wald test tells us whether the b coefficient
that predictor is significantly different from zef89].
The indicator is making a huge commitment to the
expectation of the result when the coefficient is
altogether not the same as zero by utilizing caomit
(2).

Wald = b/ Sk (2)

In this manner, if the estimation of the Wald test
inside the model is greater, then the indicatoe giv
significance commitment to the model in anticipgtin
the result.
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4. Result

In this paper, only 7 are selected from 57 of feathat can
be used for detecting botnet activity in the netnas shown
in Table 3 below. All these seven features havér then
characteristic which is important in detecting HTB@&net.

Table 3. Feature Selection for Botnet Detection
Feature Description
avg_segm_size b2a The normal segment size
detected during the lifetim¢

of the connection
calculated as the value
reported in the actual data
bytes field divided by the
actual data packets
reported.

The entire number of bytes

initial_window_bytes

a2b sent in the first window
unique_bytes_sent_b2 The quantity of restrictive
a bytes sent.

max_win_adv_a2b &
max_win_adv_b2a

The higher number of
window advertisement hav
been discovered. When
both sides negotiated
window scaling, then it is
the maximum window-
scaled advertisement seer).

The smallest number of
segment size detected
during the lifetime of the
connection.

The higher number of
segment size detected
during the lifetime of the
connection.

[}

min_segm_size_a2b

max_segm_size_a2b

Besides, revealing the feature influence and pwerpaehind
the collection of the feature is a good opportuagymost of
previous researchers did not focused about it. fE@son
behind revealing the influencing feature may helmssess
the significant contribution of the feature used detect
botnet. Furthermore, by understanding that, it rnalp to

give knowledge about the relationship of the featim

contributing a role to detect the botnet activithe result
was discussed based on the statistical value fiketihood

ratio test and Wald test.

4.1 Avg_segm_size b2a Feature

This feature has been selected for detecting bairtatity in
the network. By using a statistical value from likelihood
ratio test, it validates that avg_segm_size_b2mente in
botnet detection. Table 4 demonstrate the valuethef
likelihood ratio statistic after the element is angorated
inside the model. Hence, the value of the basatiuelel
(without the indicator) can be figured by referritg the
equation of the Log Likelihood test. At the poinhen just
the consistent was incorporated, -2LL =
however avg_segm_size b2a has been included thisdem
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Table 4. Avg_segm_size_b2a Summary

-2 Log Likelihood Wald

402052.506 2173.349

Table 4 also demonstrates the value of Wald is ZUE3
According to [26] if the value was different fronernp, it
showed that the indicator gave a decent impadigarodel
in expecting the result. The chosen feature gaweeent
affected to the model in expecting the result sitheevalue
of the outcome was significantly different fromaer

4.2

Initial_window_bytes a2b also gave a significarftuance
in botnet detection. Table 5 demonstrate the valuéhe
likelihood ratio statistic after the element is angorated
inside the model. Meanwhile, when just the consisteas
incorporated, -2LL =
decreased to 400666.766. This diminishment impties
the features have a critical affected at expectirgy result
(botnet).

Table 5. Initial window bytes a2b Summary

Initial_window_bytes_a2b Feature

-2 Log Likelihood Wald

400666.766 7445.696

The Wald value for the new model which is 7445.686
shown in above. Since, the result significanthfed#nt from
zero it means that the feature selected gave axtlatfected
to the model in in expecting the result.

4.3 Unique_bytes sent b2a Feature

Table 6 demonstrates the value of the likelihodith istatistic
after the element is incorporated inside the mottelthis

way, the value of the baseline model (without thedgctor)

can be figured. At the point when just the consisteas
incorporated -2LL = 400666.766 and this value hasnb
decreased to 400651.702. This diminishment imphas the
elements have a critical affected at expecting ihsult

(botnet). Meanwhile, the value of the Wald test fhis

feature is 0.322.

Table 6.Unique_bytes_sent_b2a Summary

-2 Log Likelihood Wald

400651.702 0.322

4.4 Max_win_adv_a2b Feature

The result from the analysis indicate that max_aidv_a2b
gave a decent affected to the model in in expedtiagotnet
detection. Table 7 demonstrate the value of thelilikod

ratio statistic after the element is incorporatedide the
model. When just the consistent was incorporat2tl =

400651.702 and this value has been decreased 843965.
This diminishment implies that the elements haveritical

affected at expecting the result (botnet). Tablealgo
demonstrates the value of Wald is 0.854.

404980.373,

decreased to 402052.506. The features have a atritic

affected at expecting the result (botnet) based tloam
reduction value of the likelihood ratio.

402052.506 and this has been
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Table "Max_win_adv_a2b Summary

-2 Log Likelihood Wald

398849.06 0.854

4.5 Min_segm_size a2b Feature

Table 8 demonstrates the estimation of the likelthoatio
statistic after the element is incorporated ingidemodel. In
this way, the estimation of the baseline modelHauit: the
indicator) can be figured. At the point when justet
consistent was incorporated, -2LL = 398849.06 almgd t
value has been decreased to 378687.144. This dimmeint
implies that the elements have a critical affectedxpecting
the result (botnet).

Table 8.Min_segm_size_a2b Summary

-2 Log Likelihood Wald

378687.144 13961.988

The Wald value for the new model which is 13961.288
shown in Table 8. Since, the result significantiffedent
from zero which means that the feature selectece gav
decent affected to the model in in expecting tlseilte

4.6 Max_segm_size a2b Feature

Max_segm_size_a2?b also gave a significant influeimce
botnet detection and the validation was made bggugie

same test with other influence feature. Table 9 atesmate

the value of the likelihood ratio statistic aftéetelement is
incorporated inside the model. When just the ceéeisisvas

incorporated, -2LL = 378687.144 and this value hasn

decreased to 378445.002. This diminishment implias the

features have a critical affected at expecting thsult

(botnet). Meanwhile, the value of Wald test is23.1

Table 9. Max_segm_size_a2b Summary
-2 Log Likelihood Wald
378445.002 0.124

4.7 Max_win_adv_b2a Feature

The result from the analysis indicate that max_waidv_b2a
gave a decent affected to the model in in expedtiagotnet
detection. Table 10 demonstrate the value of tkeitiood
ratio statistic after the element is incorporatedide the
model. When just the consistent was incorporat2tl =
378445.002 and this value has been decreased
377280.474. This diminishment implies that the eleta
have a critical affected at expecting the resustrgbt). Table
10 also demonstrates the value of Wald is 0.354.

Table 10Max_win_adv_b2a Summary

-2 Log Likelihood Wald

377280.474 0.354
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Therefore, from the discussion above it concluds from
seven feature selected, only three features that galecent
affected to the model in expecting the result. Tflience
features are avg_segm_size_b?2a, initial_window sh@b
and min_segm_size_a2b with the value of Wald test i
different from zero, which is 2173.349, 7445.696d an
13961.988 respectively. These three features carsée to
identify the threshold selection.

5. Conclusions and Future Work

Choosing significant features are important as iite ga
contribution in terms of accuracy of detection. Mad
researcher only focused on the method of recognitistead
of revealing the reason behind the selection. Tieipus
researcher only used the feature inside the systi#hout
mentioning the influence feature in botnet detecti®esides,
in order to avoid redundant features, understandhmg
relation between influence features may reducetitentials
of choosing unnecessary feature which might givesféect
in detecting botnet activity. Thus, this paper wélveal the
feature that influence in botnet detection by ustagistical
approach and comparative analysis from earlierareber.
For future work, we would like to implement an ewxjpent
based on selecting features and produce the suitahle of
threshold in detecting of HTTP botnet activity ihet
network.
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