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Abstract: Distributed Denial of Service (DDoS) attack launtlie

Cloud computing environment resulted in loss of &#imes

information, Data corruption and even rarely lead dervice
shutdown. Entropy based DDoS mitigation approachlyaes the
heuristic data and acts dynamically according éotthffic behavior
to effectively segregate the characteristics ofoming traffic.

Heuristic data helps in detecting the traffic caiodi to mitigate the
flooding attack. Then, the traffic data is analyzeddistinguish
legitimate and attack characteristics. An addition@rust

mechanism has been deployed to differentiate tegit and
aggressive legitimate users. Hence, Goodput ofdeatar has been
improved by detecting and mitigating the incomirgffic threats at
each stage. Simulation results proved that the fo#th Entropy
approach behaves better at DDoS attack prone zdPesit

analysis also proved that the proposed mechanisiagkyable at
Datacenter for attack mitigation and resource ptaie which

eventually results in beneficial service at sleimbel revenue.
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Entropy, Enhanced Entropy, Goodput.

1.

Cloud computing supports resource abstractionhiesclients
do not require any special hardware or softwarecfonplex
operations. Cloud DataCenters balance the loadibgiging
the necessary resources on-demand. DDoS is ondeof
malicious attacks which results in inestimable lioskiternet
business [1]. DDoS attacker may target towardslépetion
of network or memory resources of DC either by estiag
of victim bandwidth or by stealing the sensitivéoimmation
from the victim end [2].

Existing DDoS defense mechanisms could not restiee
problem completely due to their own limitationsgi®ture-
based detection mechanism uses huge database
comparing the incoming traffic, and filters only evh any
attack threat is detected. Frequent updating isired, to

Introduction

After Wiki Leaks servers were brought down by DDoS
attackers by the end of November 2010, Wiki Lealgated
to Cloud security [5]. DC maintains emergency backu
mirror servers that synchronize data and couldeaehfault
tolerant. Hence, the probability of DDoS attackindging
down a cloud DC performance is far less when coegpm
traditional infrastructures.

Aim of this proposal is to have better responseetah DC

even at the time of DDoS. To reduce the amount of

unnecessary traffic reaching DC, detection and ieétion
should be carried out periodically. The proposetidhced
Entropy approach achieves this at fivefold asAtalyze the
incoming traffic condition (ii) detect any deviatiofrom
normal (obtuse) traffic i.e., abnormal (acute) ftcaf(iii)

classify the traffic as legitimate or attack (iv)ratk
aggressive and genuine legitimate behaviors’ uttiegtrust
credits (v) Eliminate the detected attackers’ gsougnd
prevent further from accessing DC resources. Ahediage,
some amount of traffic is identified and outwitt@ich
ultimately reduces the traffic that reaches DC.

The rest of this paper is organized as follows:tiSec2
presents surviving techniques. Section 3 overvidius
proposed approach. Section 4 reveals
mechanism. Section 5 shows the evaluated perfornanc
Section 6 lists the benefits and section 7 conalukle work.

2. Literature Survey

DDoS is a type of intentional, targeted attack thiatupts the
normal functioning of websites. While it is verysgafor
hackers to target and direct as many DDoS attazksny
service provider using traditional infrastructurése cloud
decurity measures make it difficult for them tonigridown
the cloud [5].

Network attack detection method is based on enti&py

improve detection accuracy which imposes huge datesed source IP, destination IP, alert treat and diagram

processing [3] overhead. Behavior-based mechareguines
small heuristic data for detection.

length. This methodology is based on the alertd sed
network features and works well only on class Gla

the working

The proposed behavior-based detection mechanisnetworks. DDoS attack is detected based on thdivela
“Enhanced Entropy” approach, detects and outwits ttentropy distance [7] among the suspicious flow he t
attackers at an earlier stage. Dynamic resourceigiooing possible victim on different paths. If the distasege near or
nature of Cloud DC allows the attacker to destrbg t equal attack is identified. Distance calculationuses
resources before attack detection. Even an unssfates computation overhead, since this detail can beaetetd from
DDoS attack at cloud DC leads to quicker resourgdetion the TTL field of the IP header.
which in turn causes expenses to soar [4] and D®S Two mode detection mechanisms [8] use dynamic liotds
legitimate users. values to detect application layer DoS attacketss had
three sequential methods to detect by analyzingtréféic,
which would increase traffic as well as computatiost.
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Fast entropy [9] claimed to be better than coneeati and
compression entropy methods. Fast entropy useérelift
symbols rather than employing computations.
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3. Overview of Enhanced Entropy Approach
This section presents the working methodology astbgind

DDoS defense mechanism [10] used hop count fiIteWe rationales used to describe the parameters.

anomaly detectors, normal profile creation and chta
profile creation and comparing the incoming tratficreduce
false positive and false negative in order to imprdhe
efficiency attacker detection schemes using Kulblaiebler
Divergence. Over Court Gateways [11] is a crediseola
system where the well behaving users will gain itredints
and the ill behaving users will lose their crediints. When
the legitimate users exceed the threshold credittgothe
users will be protected in a secure channel by peghation.
When any users’ characteristic leads to credit tfsin
exhaustion, the users will be blocked to accesss#rger.

This DDoS defense mechanism consists of one-hop p:

splicing, signaling mechanism, path migration, dred
counting system, path migration trigger.

Palvinder Singh Mann and Dinesh Kumar [12],
proposed distinguishing of attack and legitimagdfic using
mathematical methods like Poisson distribution Bimebmial
theorem. Hoop Count Inspection with Malicious Piuility
Rate (HCI-MPR) is suggested to mitigate attack fitraf
Computational overhead is a drawback in this.
Entropy-based Input-Output Traffic Mode Detecticch@me
[14] is able to successfully detect both long texnd short-
term denial-of-service attacks that might not bke &b detect
both at the same time with other approaches but
sophisticated attackers completely understanddaisction
mechanism, they might be able to modify their &itag
technique that causes vulnerability to this defegdi
approach. This technique requires high computatiorthe
defending machine.

Besides the presence of many detection methods,Réth
Identification routing scheme and IP trace backictvthelp
only in detecting the location of attacker and Eklong the
incoming attack packets, this method is well sufadDOS
attack and not suitable to DDoS because the latatfoan
attacker changes for every instance of time as they
distributed over the network [15].

It has been already proven that using entropy ambrdo
distinguish the characteristics of legitimates atidckers are
efficient. There are certain other kind of overldhrkats that
might not create traffic at DC but could createizes
disaster to cloud networks as the DC is busy all time
unlike local servers, DDoS at any point of time,uldo
definitely indulge sensitive information residing BC. It
works well on DDoS traffic but lacks at other kind$
overload threats and also performance is not asateg
because of other kinds of threats at normal caditT his
motivated us to analyze the reason for lesser pedoce
even at normal traffic condition. To outwit otheind of

overload threats we developed an Enhanced Entro

Approach which detects almost any kind of overltia@ats
and is well suited to cloud environment.

The performance of an entropy based [15] mechangsm
detect and discriminate DDoS from Flash Events @ggir
has motivated us to work further to improve andladygpn
the cloud infrastructure. Enhanced Entropy apprdalibws
behavior-based DDoS defense mechanism which isntigna
in predicting the network condition.

(13

3.1 Methodology

DC requester can be legitimate or an attacker. nitg
traffic is validated before allowed to access DCabglyzing

the network behavior. Figure 1 shows the overviefn o
Enhanced Entropy Approach. The legitimacy at packet
analyzer results in improved trust on legitimaterds for
allowing access to DC resources. Failing at anyellef
detection outwits the client from cloud network.

Incoming Traffic

Entropy Measurement
&
Profile Parser

}

Normal Network
Condition

Handshake
Enfranchisement

l

Packet
Analysis

l

Trust
Management

Clients allowed accessing DC

Figure 1. Overview of Enhanced Entropy Approach

3.2 Rationale of Enhanced Entropy Approach

Anti-DDoS hardware has been placed for packet pigpbi
The hardware detection scheme has its own advaatatd)é
detects threats much quicker than Anti-DDoS soféwar
Defense mechanism [17]. Google's servers have lmén
low for a few hours a couple of times [6] to the @B
detection mechanism uses simple processors, ropecket
analyzers. This does not impose huge cost.

Legitimate users have to be differentiated from the
attackers in order to DC. Both legitimate and &gachave
message template that vary in their traffic coodit{18].
Figure 2 helps in explaining the characteristicpafposed
approach; here the dotted arrows represent the dlothe
time of abnormal network condition found at Traffic
Analyzer.

3.2.1 Legitimate Characteristics

Eggitimate clients are the clients who follow tlegitimacy at
all stages of our detection. Initially the traff@nalyzer
predicts the network behavior. Bypassing traffialgrer, the
traffic packets examined at entropy profiler. Iéthlellinger
Distance lies under threshold, then the incomiadfitr will
not create harm at DC.



International Journal of Communication Networks &mfdrmation Security (IJCNIS)

The legitimate must respond to the handshake pngest
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The Enhanced Entropy Approach deals with DDoS kttac

and their behavior at packet analyzer should alsdcin scenarios and to make DC to withstand and seretéaded

legitimate to declare as a legitimate client. Téngitimacy of
the client is rewarded with the credit, called treredit. Then
the client is allowed to access the DC resources.
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Figure 2. Architecture of Enhanced Entropy Approach

3.2.2 Attacker Characteristics

Distributed attackers traverse the network whichdte to
abnormality in network behavior. For confirmatiome use
entropy profiler which logs the incoming traffic cameports
the network traffic divergence using Hellinger RBiste.

Usually spoof attackers and botnets fail at Hankisha

Enfranchisement. Here the legitimate and attackes
distinguished. Still the traffic is further reduced packet
analyzer by detecting the aggressive clients basedtheir
heuristic data.

4. Working Mechanism

4.1 Design of the Enhanced Entropy Approach

The flow diagram shown in figure 3 explains theailed
working mechanism of Enhance Entropy approach.riicg
traffic is passed to traffic analyzer (level 1) i
preliminarily identifies the network behavior. Oypassing
the traffic analyzer, if the abnormal traffic cotigin is
observed, it is then passed for entropy profiliteyél 2).
Here, the buffered traffic is converted to dataset
determining the Hellinger Distance (HD). Greater F3ults
in highly acute traffic.

Now, the Incoming traffic is analyzed by entropyofile
parser for classifying

legitimates even at the time of DDoS attacks. ldeorto
accomplish, the attackers and legitimates chatiatitsr are
to be found. A strong detection scheme must belacep
which should be dynamic in detecting the attackdls and
outwit them earlier, restricting further entry oktdcted
attacker, allowing legitimates requests to proegssrespond
quicker from DC end.
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Figure 3. Flow diagram of Enhanced Entropy Approach

4.2 Traffic Analysis — Level 1: Preliminary Traffic
Analysis

legitimates and attackershe T Detecting the threats requires continuous monigprof

handshake requisition (level 3) is generated focheaincoming traffic. Traffic Analyzer is employed toemsure

requester. When the requester fails to respond afime
trials, the clients are considered as Botnet / Sadtacker
(spoofer). The verified packets are again probedaaket
analyzer (level 4) based on the heuristic data llysirger-
arrival time. This phase allows detecting the défee
between legitimate clients and aggressive legigndients.
Utilizing heuristic data, legitimate clients are arded with
the trust credit (level 5). At each level some aniaf traffic

the incoming traffic, if any acute traffic is obged, signalled
to entropy profiler for further detecting the caag@verload.
Buffer capacity is five times the capacity of baidhv which
is presumed to capture packet at traffic rate fanther
probing. Exceptionally, the traffic exceeding buffés
dropped.

At this stage, only the traffic condition is iddi@d but cause
of the traffic overload is precisely detected dentlevels.

has been outwitted to improve the detection efficac

eventually.
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Algorithm 1: Traffic Analysis

Input : Incoming Packets
Output: Network traffic condition
BEGIN
FOR each time period, t
Packets are logged at traffic analyzertraffic rate
computation
IF (Traffic Rate <= Link capacity)
Alert “Normal (obtuse) Traffic conditibn
Forward packets to Level 3.
ELSE
Alert “Abnormal (Acute) Traffic conditid
Forward Packets to Level 2.
END IF
END FOR
END

4.3 Attack Detection -Level 2: Entropy Profiling

Entropy is a measure of uncertainty of an outcoBmropy
classification helps in identifying the incomingffic. This
phase is activated only when the network conditien
reported as abnormal by Traffic Analyzer. The bufte
packet of traffic analyzer can be a random traffickets at
Xi (queued at discrete time interval) of randomialale X

(flooding packets reaches the DC), whepéX = X,) = p,
[20].

The entropy of the random variable X is then

Hpl==>" p(x)In p(x)

@

where p %) = probability mass function of a chosen random

variable X.

Initially, at the trial phase, the packets are extkd and
grouped as a dataset by protecting the networkowitiany
attacker, this acts as a baseline for future trafimparison.
At monitoring phase, the incoming packets are ldgeo

second buffer as a new dataset; the probabilistierence
reveals the Hellinger distance.

Hellinger Distance is a measure of predicting theiation

between two probabilistic distributions. Now leiaRd Q be
the probabilistic distribution with n samples. Hesamples
obtained at trial phase represent the P distribwuaind current
traffic samples obtained at monitoring phase reprissQ
distribution. Now, Pi and Qi are probabilistic sde®p
Whenever the packets exceed link capacity, the ratedo
protocol behavior alert is signalled by Traffic Aymer. So,
the current queued packets are captured by mamitq@thase
and are compared to trial phase. Now Qi is passdeitl

and Qi+l calculates the current traffic conditiohhis

scheme continues until Qn. The Hellinger distancéPHQ)

is probabilistic in nature and satisfies the proper

0<H(P,Q) <1 )
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The maximum HD is 1, achieved when P assigns pibityab
zero (ideal traffic condition) to every set of sdespof max
size queue limit to which Q assigns a positive plulity
(increase in traffic packet arrival at monitoringage), and
vice versa [16].

Detailed description regarding DDoS defense usialligjer
Distance can be found in [21], [15].

Algorithm 2: Entropy Measurement & Profile Parsing

Input : Buffered packets of traffic analyzer, TRIAbase
Output: Cause of overload
BEGIN
Buffered packets at traffic analyzer are logted
MONITOR phase
Difference between the phases yields Helligjstance
Calculate mean and Variance ()
Calculate Threshold ()
IF (HD <= Threshold)
Alert “overload is a cause of legiite (Flash
crowd)”
ELSE
Alert “overload is a cause of attaokises (DDoS)”
END IF
END

Threshold computation and overload classificatioa tb the
enormous traffic arrival rate, the threshold inltéae may
vary, so the threshold must be made dynamic [22].

4.4 Attack Classification

4.4.1 Level 3: Handshake Enfranchisement

Once the incoming packets pass through the Traffadyzer
and if the network condition is found normal, thene then
fed to Handshake enfranchisement module where liéet c
behavior is identified. This phase acts as TCPethway
handshake, in addition the source address valitaiso
performed to authenticate the
legitimate, requesters should send request alonlh thie
certificate which is induced at the time of usercaamt
creation. This certificate acts as write-protectgdcode. It is
advisable to restrict any new registration or toiitize them
least at the time of DDoS to improve serviceabifiy the
legitimate clients.

For each incoming packet, the packet extractioexeycised
to recognize the source address. On recognitiondheke
enfranchisement activated for the extracted soadceess.
Figure 4 shows the preliminary transaction of fiegte and
genuine code exchange which precisely identifiesctients’
behaviour. If any one of three transactions faits,is
considered to be an attack attempt, which coulBdteet (if
incompatible certification or no certification isaeived) or
spoofer (if no genuine code received until time4oeriod).

incoming packets are
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Algorithm 3: Handshake Enfranchisement

Algorithm 4: Packet Analysis

Input: Buffered packets of traffic analyzer / Paskieom
Entropy profiler
Output: Botnet, Spoofer threat detected
BEGIN
Extract packet header for source IP addres€,&R
FOR each SRGqy:
FOR i=1to N
IF (Certificate validation successful)
Generate and transmit Genuine code
IF (Exact combination of certificate + Gemeiicode
matched)
Alert “Legitimacy approved”

END IF
ELSE
END IF
i++
END FOR
END FOR
Alert “Spoofer/ Botnet Detected”.
END
1. Cliant Raguast+DC Cartification
- 1. Genuins cods
3. DT Cermmncation + Lrsnuins cods
DO T arminal Fequester

Figure 4. Handshake Enfranchisement

4.4.2 Level 4: Packet Analysis

Input: packets validated at Handshake Enfranchiseme
Output: Low-rate DDoS, Aggressive legitimates diteéc
BEGIN
Extract packet header for source IP addres€,&R
FOR each SRGq
Predict Inter Arrival Rate, IAR and match witiwler
bound IAR, LBar
FORi=1to N
IF (IAR < LBjaRr)
Alert “Low-rate flood detected (Aggressiveditimate
and Low rate-DDoS)”
Alert “Low rate DDoS attacker outwitted”
ELSE
Alert “Legitimate Arrival Rate ”
END IF
i++
END FOR
END FOR
END

4.4.3 Level 5: Trust Management

At level 4 all kinds of attack threats are detedtegspective
of the attack source. So, the legitimate traffiatthassed at
all levels of detection are rewarded with the drquints,

Tcredit-

Algorithm 5: Trust Management

Input: packets validated at Packet Analyzer
Output: Updated Trust credit points
BEGIN

The attack threats that could impose abnormal rrtktonXtr""Ct packet header for source IP address .@RC

condition, but still the network is not 100% safeorf

overload. High-rate DDoS attacks are detected Uil 3
but the low-rate DDoS attacks have to be detedibdre are
some other overload threats that act as legitirbatethe
intent might be to steal the sensitive informatiorio corrupt
the DC resident data or to create a revenue lossd®rving
huge resource at earlier time. They are Low-rai20®
attack another type of overload threat that is ¢hed by
small group of legitimates to degrade the DC penforce.
This kind of threat is calledggressive legitimates attack.

Though these two kinds of attacks are not muchidersd
in any network, it must be considered in cloud meks
because the DC holds sensitive information of sdweork
groups; when such DC suffers from aggressive legie, it
could affect remaining active clients who try tdrieve their
sensitive information.

A significant difference between Flash crowd andyisgsive
legitimate is that the flash crowd is a cause afdanumber
of simultaneous packets from several legitimate®reds
aggressive legitimate is an act of populating manmmber of
packets by single legitimate usually deviates froominal

Inter-arrival rate.

FOR each SRGy:
IF (SRGqq-at level 4 detected as (Aggressive legitimate
&& not DDoS threat))
IF (Tcredit !=O)
-Eredit -
ELSE
Alert “Outwit Aggressive legitimates”
END IF
ELSE
IF (Tcredit < MAX)
-Eredit++
ELSE
Alert “Trusted clients will bypass lesalf detection
for short period of time ”
END IF
END IF
END FOR
END

This credit is increased on successive legitimatebior and
decreased for aggressive behavior of legitimates.

Legitimates are not considered to be aggressigitin®ate
immediately, they are monitored for some numbetriafs.

When the credit becomes zero, they are consideseed a

aggressive legitimates and outwitted.
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On detecting the threats at all prior levels, weplkem Trust
Credit Points Management is employed to identifg th
behavior of legitimacy. When the legitimate cligetiches
maximum Tq, then they are validated periodically at
Packet Analyzer to reduce traffic overhead. Thigegte also
paves way for other legitimates and improves thea®n
efficacy ultimately.

4.5 Attack Prevention

Traffic Analysis, Detection and Classification pesty
categorize the flood threats. So, on detectingettetacks,
the attack sources are to be prevented to achésltection in
traffic arriving at DC. To do so, the attack theeadre
classified at various levels and are reported tevFll. That
neglects successive transmissions from attack ssurc

Algorithm 6: Attack Classification

Input: Packet Information
Output: Packets source Restriction
BEGIN
Extract packet header for source IP address,&RC
FOR each SRy packets
IF (SRGqqr found at Restriction list)
Disallow and drop the packets
ELSE
SRGgqris allowed to pass through Traffic Analyzer
END IF
END FOR
END

As time moves on, the Enhanced Entropy detectiicaefy
can be observed with great efficiency as it outwitiack
threats and improves goodput. The Enhanced entro
approach satisfies the above notion and servelegjittmate
clients even at the time of DDoS attacks.

5. Experiments and Performance Evaluation

5.1 Experimental Setup

To evaluate performance of proposed approach,

customized world map scenario is created in OPNET

simulator. An attack scenario is created that ctdlethe
DDoS attack launched by sophisticated DDoS toé&ds liow
Orbit lon cannon [23]. [24] [25] explains more abaloud
computing support of simulator. The simulator ipldged
and assessed for end-to-end response time [25ul&wn
supports DDoS [26] and performance Comparison fof Q
(Quality-of-Service) Application in On-Demand Cloud
Computing [27] [28]. DC is presumed to be distrdulit
across the globe namely (Vellore, New Delhi, andsttav,
Mexico). The cities are not chosen with any intemtiThe
DCs are created, configured and simulated and tiser®
physical DC deployed. In order to provide a realéi
scenario, each DC is created with 5 physical hasts 160
VM with TIME_SHARED multi-tasking capability.
Proposed approach is tested with 3 different apfitios
(Email, FTP, DB Query), to check the performancéhwi
different sizes of data. There are 1000 legitinwdients and
300 attackers are deployed and distributed arooedjiobe.
Vellore DC is assumed as a victim DC to suffer Ddtack
from the distributed attackers.
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5.2 Performance Evaluation

5.2.1 Application-specific response time

Response time is the statistic measured as thediapsed
between sending requests and receiving responsesiover
in the network, which includes signaling delay ftre
connection setup.
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In figure 5a, it is observable, that the response tis the in service shutdown. Whereas in the proposed EFEoagp,
best which is obtained for calibrating the trailaph of once the traffic condition exceeds normal traffiabnormal
entropy measurement. Figure 5b shows the respanseof traffic is found, they are profiling for entropy amirement.
DC under DDoS attack, where the responses expaifignti So, as time moves, the attack traffic is considgregduced
increase and results poor response due to tridficifat DC. as shown in figure 6. Reduction in traffic reduties DDoS
In figure 5c, the response time rises to certairellevhich attack threat proportionately.
then falls down, and again the traffic is replichtby
distributed attackers which still increase thefitafOnce the
attacker’'s detection is successful response tirfie dwn . . . o
which improve performance of DC. The variation in_Helllnger dlst_ance is the pro_bablhstlc measurgm@rﬁt
application specific response time is due to théabdity in  INcOMIng traffic. The thresh(_)ld is S(_et to 3.5x1@vBich is
size of requester’s request reaching DC. not _much closer to 1, Hellinger Dlstan_ce_ measurenl_nen
carried out whenever the abnormal traffic is foatdraffic
analyzer. When the Hellinger Distance is set cluseD,
almost all the incoming traffic overload would bedted as
attack threats. When set to optimal, the detectionld be
quicker. The legitimate traffic in figure 7 has retceeded
threshold as they follow legitimacy of the networkhis
variation in traffic behavior of legitimates andtaakers
calculate Hellinger distance and predict the caid®od is

5.2.3 Hellinger Distance Computation

5.2.2 Network Traffic Condition

Traffic rate is the statistic that represents therage number
of packets received or transmitted by the receiver
transmitter channel per second. The traffic inctudmth

legitimate and attack pattern that attempts tohrda€ and

recorded at each transaction.

1.6e+007 . . ‘ . . . by the legitimate or by attack group.
| Traffic condition{DDoS without EE) ——
Laes007 |- . T cndtenproposed B pproadt) 5.2.4 Detection Accuracy
1204007 oot oG R S S o R Figure 8 shows the threats detected at firewah \&E and
g i ; i i without EE. DC without EE initially identifies theroup of
};:‘ L A S B A incoming traffic that collides due to the simultane
- i : ‘ I | activation of requesters, when the DDoS attackiexsdf at
8 ¢ _ I | | | _ _ T _ firewall, the firewall could not identify and routbe packets
e et | e | ] ‘I %z ‘ L - Qs I b . to their destination, instead it fails at the tiofedDoS due to
3 i T& .i| \ || H |‘ } || | - the increased flood rate.
4e+006 - LR “ \ L1l Tl S B ] '| . 300 ‘ : . .
I H ‘ |\ |%_ || H | |I | H | i ‘ 'h. Firewall attack prevention(without EE Approach) —+—
¥ ‘ | b | H. || H “ | |‘ %’ﬁ || ‘ || | e Firewall attack prevention(proposed EE Approach)
2e+006 - LJI |_|}H|J“I"" ||4l’\|j‘|‘|\;l\ |‘I|J(IM“H‘| i g - ; i ; |
PLLLEHIT O L RYRIARAREIHIETA! g -
S BRL Bt 1AIAY L1 leﬂl X il A, : ‘ ’ : i :
0 s0 w00 100 2000 2500 3000 300 4000 = POF EVERI S A e e i
TIME{seconds) ﬁ
Figure 6. Network traffic condition & = 1
o | | | | | E il A Ba— - 21 T —
i : Hellinger Distance(under DDaS) —— z | |
: T, Hellinger Distance(under legitimate traffic) (S - b RN I, 41 ; - 4
L] SRS S T T P R e 2 f
f | f f i , _ :
N N N N D.. u '."" <ichgehy chph = J'. e J'.J' - = - e I"‘u‘*..."“"
P S — .;..Jr.|..,.. s m—— : T T
a2 : : ‘I ‘ : : TIME(seconds)
E N preg 3‘ o 8 Figure 8. Victim Firewall detection accuracy
a i Al i i
L H i | H H
5 i w7 i i
Y A FARTRN] S [T TN . % SO 4 1400
= :I‘ t?"“‘ ‘Ilf 1? J ﬁ + = ! I Flawlure rate (Iwithout‘ —
t : 3 + E 12’! 3 ‘5‘_ | EFH}*' n Fallure rate (proposed EE4#D
0004 b SR S S &&*1 . .*4@% M % 1200 Failurgyfate*eatS without EE) —+— -
. : b E ‘I|‘ : g H :
| ;‘W B | & 1000
0.002 b ik g L R 4 £ . 1
Pl :
i i i i 1 i ; B
[in]
1000 1500 2000 2500 3000 3500 4000 E o b i
TIME(seconds) %n
Figure 7. Hellinger Distance measurement of acute z sl | .
5
Traffic condition of the network is shown in figu6e traffic g a0 % 7
condition under DDoS without Enhanced Entropy (EE) . . i ‘ ‘ : : ‘

approach, the traffic rate exceeds 14 MBPS whichlcco

severely destruct the DC channel and block allitkeming

requesters. This huge traffic rate could definitekeate
disaster to DC by locking up of resources and yaresults
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TIME(seconds)

2500 3000 3500

Figure 9. Legitimates Failure rate

4000



International Journal of Communication Networks &mfdrmation Security (IJCNIS)

Whereas our EE approach detects the initial coflishnd
also at each detection, the attack sources is ifidehtoy
heuristic dataset and are outwitted at firewalis tansures
increased serviceability of DC to its intended mi$e This
improvement is obtained due to the enhanced vaiast
made to the entropy profiler.

5.2.5 Failure Rate

Figure 9 shows that legitimates are blocked duethi
attackers flood towards DC. And EE approach wor&# iy

deleting the aggressive legitimates’ connectiors.as time
moves on, EE approach behaves similar to privateank

that is of no attack. This advantage is achievethfPacket
Analyzer and Trust Credit Points.
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5.2.6 Load Balancing Policy

Load Balancer acts as a router which analyzesntt@ming
traffic and forwards the traffic to the appropri@€. Among
the several load balancing policies “Closest DCligyois
chosen. Figure 10 shows the efficiency in load @iy to
the DC that is not under attack. The attack pro@esDraffic
is diverted towards other DC when the victim DQisble to
process the traffic load. The load diverted towavitsim
(VELLORE DC) can also be seen in figure 10.

5.2.7 Goodput

Goodput is the rate at which the legitimate packe#sh the
destined DC. Increase in goodput assures the decriea
legitimates’ packet loss and retransmission.

Even though the cloud DC has its own detection reelseto
retard DDoS attack, it depends on flood rate. Heréigure
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11, it has been shown that the oscillating behatogrards
the legitimate packets proves the DDoS existendechwis

far less in EE approach. The little oscillationER approach
due to the legitimate flood attempt. Dynamic detecican
also be found in figure 11. DC without EE is thiae tDC
attempts to service legitimate but because of latflond

rate, it falls down and this behavior is still weras time
moves on. Better Goodput
enhancements made to Entropy Profiler.

6. Benefits of EE Approach

Among many advantages, the most important one eofth
approach is the ability to detect earlier basetherbehavior.
The response time and other important attributese#icient
than that are listed out in [15]. This approackxperimented
with varied number of attackers and found the ditec
efficacy is suitable for improving the Quality o&iSice in
cloud computing. Detection efficacy is the statistvhich
measures the number of active attackers at any time
Detection and prevention at earlier time has araathge of
protecting the resource for other incoming requsste
Detected attackers are prevented at firewall. @get our
experiment with different number of attackers. The
experiment is configured to activate
dynamically, so the attackers spoof and enter tGieafain to
subvert the performance.
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T T T T
EE Detection efficacy with 100 attackers ——
EE Detection efficacy with 300 attackers ——

s00 | EE Detection efficacy with 700 attackers —%— |

Threats detection/sec
w ES
a8 &
= =

T T
—
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pilidutled

TIME(seconds)
Figure 12 Detection efficacy

i 500 4000

The experiment is stress tested with 700 clienfzr¢dlict the
detection efficacy shown in figure 12. This prothat EE

mechanism works better even with 700 distributedo$p
attackers. End-to-End delay is measured from thme tan

application data packet is sent from the source T@Er to

the time it is completely received by the TCP laijretthe

destination node.
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T T
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Figure 13 End -to- End delay for legitimate clients
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is achieved due to the

the attackers
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The delay is calculated for the requesters approasd
legitimate clients. Figure 13 shows less delay fbe

legitimate clients who reach the maximum trust itrpdints

and it also resembles the network with no attack. tihe

number of hops varies on internet, the delay is pded

based on the distance from the legitimate sourak tha

target DC. For this reason, we configured DC loathtcer
to route the requests based on closest DC. Loaghtiab

policy improves performance in terms of delay.

6.1 Profit Analysis

The cost is computed based on the data transmissidn
memory resident operations at each DC, based awvenage
sample that is combination of attack traffic anditienate
traffic.

Let N = Time in hours; Costy, = Bandwidth
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Dynamic traffic prediction — Usage of two buffers (Trial,
Monitor) for measuring the Hellinger Distance ahdeshold
helps in logging the recent traffic packets. Sarat point of
time, current traffic condition is predicted. Thdgnamism
improves detection accuracy.

Traffic diminution towards DataCenter — Different levels
of detection identifies the attack sources and tlaeg
outwitted at that particular level of detection., Smly the
validated packets are passed onto the next levéthwh
eventually reduces the huge traffic reaching DC.

Non-indulgent detection —Probing the packets irrespective
of legitimates until they completely bypass all {bgels to
earn trust credit points. This strict detectionhfights the
characteristics of aggressive legitimates and dtgei on
detection.

cost; Cost,,, = RAM cost of each physical equipmem;lmproved Goodput — Measuring the DC’s Goodput rather

Cost,,, =
Cost s = Data stored within DC. Then the
Total Cost incurredaDC

N
= > {Costy, +Costygy +Costy, +Costys} ()

i=1

5120,000.00

$100,000.00 -

$80,000.00 -

$60,000.00 -

M DDoS WITHOUT EE, §
W DDoS WITH EE, §

$40,000.00 -

$20,000.00 -

50,00 4

VELLORE
DC

NEW  MOSCOW MEXICO
DELHIDC  DC DC

Figure 14.Profit Analysis

Figure 14 that huge cost incurred at Asia DC ais ithe
victim. This top level result shows that EE apploaehaves
better in detecting DDoS attacks with efficienthgproving

than throughput provides a meaningful result rather

VM cost of each physical equipment, andneasuring throughput. As the attackers are outiviteeach

level of detection, number of legitimates reachibg
increases which directly improves Goodput.

7. Conclusion

Proposed Enhanced Entropy approach determines the
network condition and precisely detects the cau$e o
overload. The enhancements helps in classifyingatteck
threats and legitimates and an additional trusthaeism
helps us to serve even better for legitimates. @&dhg better
protection mechanism using Enhance Entropy approach
instead of mirror servers saves huge cost (dateepsing,
bandwidth, hardware and software). Simulation teguiove

the better response time and reduced traffic. Paofalysis
shows the efficient resources utilization and alt@n for the
intended legitimate clients and protects the resmiagainst
overload conditions. Since all kinds of overloadditions
thoroughly analyze the probability of threat enByfar less
which directly reduces bandwidth traffic. AttacKers
detection and prevention leads to protection ofdiadth
and memory resources which improves profit revenue
proportionately.

Future work would be to improve the detection effig
related to DNS and related spoof threats. Improvenod
detection efficacy is in terms of scrutinizing tpeoposed
scheme with several other entropy models. Notiofutore
work is to strictly restricting the bandwidth attathreats

revenue. The costs used are 0.1($/Gb) for any datgen it is aimost impossible to launch memory resewattack

transmission at DC and 0.05($/sec) for any memesident
operations at DC. The extreme difference in prigfitiue to

detection of attacker at their initiation and pravweg their

subsequent entry towards DC. This paves the waypoove

availability with an acceptable response time shawfigure

5 (a), (b) and (c).

In addition to the improved detection efficacy, athbenefits
have been observed that would improve the choice
deployment.

Enhanced Entropy Strategy —Usually Entropy approaches

detects the change in random incoming traffic, jpudper
enhancements to the entropy approach helps in rimyrehe
detection accuracy and to consider other overlaattlition
for detection.

towards DCs of cloud computing environment.
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