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Abstract: In Ad Hoc networks, route failure may occur dudess
received power, mobility, congestion and node fegu Many
approaches have been proposed in literature t@ $bls problem,
where a node predicts pre-emptively the route ffaifthat occurs
with the less received power. However, these aghesmencounter
some difficulties, especially in scenario withoublmlity where
route failures may arise. In this paper, we propsémprovement
of AOMDV protocol called LO-PPAOMDYV (Link Quality rad
MAC-Overhead aware Predictive Preemptive AOMDV). hisT
protocol is based on new metric combine two routimggrics (Link
Quality, MAC Overhead) between each node and onenkighbor.
Also we propose a cross-layer networking mechamdgsdistinguish
between both situations, failures due to congestiomobility, and
consequently avoiding unnecessary route repairegecThe LO-
PPAOMDV was implemented using NS-2. The simulatiesults
demonstrate the merits of our proposed LO-PPAOMDYhw
approximately 10-15% increase in the packet defivatio while
average end-to-end delay is reduced by 20%, andhaiized
routing load is reduced about 45%, also with 7%dase in the
throughput, when compared with PPAOMDV.

Keywords. Ad-Hoc networks, Multipath Routing, PPAOMDV,
MAC, Cross layer.

1. Introduction

An ad hoc network consists of mobile nodes, whic
communicate with each other through multi-hop reute

Nodes cooperate with their neighbors to route gatkets to
their final destinations. In ad hoc networks, netwo

topology is changing continuously because of theleno
movement. To maintain the communication betweereaod
many routing protocols have been proposed, whiah ar

classified under two categories: table-driven anddemand
routing protocols.

On-demand routing protocols discover routes onlgnvthe

source needs to send packets. Therefore, thedlengstano

route maintenance overhead, whereas the route vaisco
before data transmission increases the delay. Henvéwthe

link failure happened, nodes should inform the sesirto

change the existing route and retransmit the paciwit

were lost due to link failure. Therefore, on-demaadting

protocols increase delay and decrease the suctessiket

arrival ratio. This causes the reduction of thekpadelivery

ratio.

Several approaches have been proposed [3],[4],[B7]
flexibly anticipate link failure by adding a funoti that

predicts the link failure in one of the popular demand

Previous approaches encounter some difficultiegseaally
in scenario without mobility. The problem is thdiese
approaches predict link failures based of the ReceSignal
Strength (RSS) information and interpret that ipfened

due to node mobility, where actually it was due to

congestion. Therefore, the process of route regaiuld not
be performed since it increases even more the estinge
decreasing the overall performance of the network.

Transmitting information to a neighboring node inA®I

layer is preceded by the exchange of Request Ta Sen

(RTS)/Clear To Send (CTS) frames. If this commutiica
fails, the MAC layer waits (back off time) and ie¥ later.
After several failed attempts, the MAC layer infarithe
routing layer using a cross layer interaction. im approach,
the cause of that unsuccessful communication is teethe
routing layer. If the last received power of thestileation
node indicates that it is reachable, the routingedais
informed, using the variable xmit_reason with thalue

XMIT_REASON_HIGH_RSS. Depending on  this

information a node will decide whether it perforamgoute

repair or not.

In this paper, we propose Link Quality and MAC-Chead
ware Predictive Preemptive Ad hoc On-Demand Mailip
istance Vector (LO-PPAOMDV), it is an on-demand

routing protocol based on new metric combine teating

metrics (Link Quality, MAC Overhead), that aims deate
congestion-free
gathered from the MAC layer. Also we propose a ilager
networking mechanism
situations, failures due to congestion or mobilignd

consequently avoiding unnecessary route repair gssc
where we use a “Route Failure Prediction Technichased
on the Lagrange interpolation for estimating whetha

active link is about to fail or will fail.

The rest of the paper is organized as follows. i8ec?

describes related works; the proposed protocorésemted

in section 3 and its performance is evaluated amdpared
with that of PPAOMDYV in section 4. Some conclusi@msl

future works are given in section 5.

2. Related Works

In [8] Norman and Joseph propose an energy efficien
(HLAODV) for heterogeneous sensor

routing protocol
networks with the goal of finding the nearest bstsgion or

routing protocols which is Ad hoc On-demand Distancsink node. Hence the problem of routing is reduted

Vector (AODV).

finding the nearest base station problem in hetmregus

routes by making use of information

to distinguish between both
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networks. the discovered routes, the route with minimum d¢odéx is
Xiaoqgin, Jones and Jayalath in [10] have propodesl tselected, which is based on the node weight ofhallin-
Congestion Aware Routing protocol for Mobile ad hometwork nodes.

networks (CARM). Also they have proposed a congesti In [21] Bisengar, Rziza and Ouadou have proposed an
aware routing metric which was employed data-rmt&C  improvement of AODV protocol called AMAODV
overhead, and buffer queuing delay. (Adaptative Mobility aware AODV). This protocol ased

In [11] the authors have proposed a link availapliased on new metric combine more routing metrics (dis&anc
QoS-aware (LABQ) routing protocol for mobile ad hocaelative velocity, queue length and hop count) leefveach
sensor networks based on mobility prediction amik li node and one hop neighbor.

quality measurement, in addition to energy consionpt Mahdieh Ghazvini, Naser Movahedinia and Kamal Jaainsh
estimate was proposed. [22] have proposed a game theory based methodustdte

In [12] Yi and Shakkottai have developed a fair Hyphop user’s contention window in improving the network
congestion control algorithm with the MAC consttaimas throughput, delay and packet drop ratio under heeaffic
being imposed in the form of a channel access timead circumstances. The system performance, ealuay
constraint, using an optimization-based framewcofkey simulations, shows some superiorities of the pregos
have used a Lyapunov-function-based approach. method over 802.11-DCF (Distribute Coordinate Fiamjt
Chen and Heinzelman [13] have proposed a QoS-awate [23] Sedrati, Bilami and Benmohamed proposee&
routing protocol that were an admission controlesol and variant based on the AODV which gives better rasthan

a feedback scheme to meet the QoS requirementsabf r the original AODV protocol with respect of a set @bS
time applications was incorporated. parameters and under different constraints, takinip
Chenxi and Corson [14] have developed a QoS routiregcount the limited resources of mobile environment
protocol for ad hoc networks using TDMA. They aitos (bandwidth, energy). The proposed variant (M-AODV)
establish bandwidth guaranteed QoS routes in smaliggests that the discovering operation for paths
networks whose topologies were changed at low tdiume reconstruction should be done from the source.Idb a
rate. defines a new mechanism for determining multiplgjadint

In [15] CRP, a congestion-adaptive routing protoéml (separated) routes.

MANETSs, was proposed by Tran and Raghavendra. CRP order to reduce the number of broken routes,atithors
tried to prevent congestion from occurring in tiretfplace, propose [24] a novel reliable routing algorithmnggifuzzy
rather than dealing with it reactively. applicability to increase the reliability duringethrouting

In [16] a cross-layer design among physical, medaaress selection. In the proposed algorithm source choassisble
control and routing (network) layers, using Recdi®ignal path for nodes mobility by considering nodes positi
Strength (RSS) was proposed by Chandran anlocity information. Also they propose novel methfor
Shanmugavel. Their object was energy conservatiomut maintenance, in this protocol before breakpagket
unidirectional link rejection and reliable routerrftation in  transmitted path a new one is established.

mobile ad hoc networks. The Authors in [28] have presented a QoS-aware t&étor
Xia, Ren and Liang [17] have introduced a methadcfoss-  Multipath Source (Q-SMS) routing scheme that hagerb
layer design in mobile ad hoc networks. They hasedu shown to offer significant network improvement when
fuzzy logic system (FLS) to coordinate physicalelgydata compared to previously proposed schemes. Q-SMS
link layer and application layer for cross-layesid@. essentially modifies the previously proposed SM&ste to
Hassan omar proposed in [18] VeMAC, a noveéxplicitly provide QoS assurance. The new propasdeme
multichannel TDMA MAC protocol proposed specifigall allows nodes to obtain and then use estimatiohefasidual
for a VANET scenario. The VeMAC supports efficiemte- capacity to make appropriate admission control siecs.
hop and multi-hop broadcast services on the cootrahnel Their results demonstrate the merits of the propeeheme
by using implicit acknowledgments and eliminatinget with a 16% increase in goodput while end-to-encayles
hidden terminal problem. The protocol reduces trassion reduced by 37% when compared with SMS and the sitges
collisions due to node mobility on the control chehby of QoS-aware multipath routing schemes in MANETSs
assigning disjoint sets of time slots to vehiclesving in becomes more apparent.

opposite directions and to road side units. Butpghetocol In [29] I. Mustapha, J. D. Jiya and B. U. Musa haged a
has high packet loss and does not support differkass of collision avoidance Medium Access Control (MAC) forcol
broadcast services. for the modeling and analysis of multi-hop wirelesb hoc
The authors in [19], have proposed a fuzzy schecdsed network, in which RTS/CTS/DATA/ACK handshake and
mechanism to ensure QOS for different class of deast Exponential Increase Exponential Decrease (E|E@K-udf
messages along with VeMAC. which is an ameliorattbn mechanism were adopted. They have used a simpdstexv
the work of Hassan omar in [19]. Through simulattbey undirected graph G(V, A) to model the topology oANET
have measured the packet delivery ratio and prioaetheir while three-state Markov chain was used to modeahakl
mechanism is able to increment the delivery rao20% state and node state of MANET. Their simulationutss
over VeMAC. show that throughput increases with increase irsig@nt
Baboo and Narasimhan [20] have proposed a hop-py-hprobability, sensing range and length of a DATAnfma Also
congestion aware routing protocol which employs #hroughput has a peak value at some point of thsigtent
combined weight value as a routing metric, basetherdata probability, sensing range and length of a DATAnf®
rate, queuing delay, link quality and MAC overheAchong which is influenced by the number of nodes. In tiker
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hand throughput increases along with the increake o PGG h2h2
. . . . —_ t r r
transmission range for some values, then it stectehsing P, (d = 7 Q)
with increase in transmission range. d’L
2.1. Link Failure Prediction Methods WhereP, is the transmitted signal powe; andG; are the

antenna gains of the transmitter and the receiver
respectively;L is the system losg] is the distance
between transmitter and receivdy; and h, are the
heights of transmit and receive antennas respégtive
In this paper, we suppose that the transmit rarfgeaoh
node is equivalent.

In [3], a Predictive Preemptive AODV (PPAODV) was
proposed which predicts the link failure using teceived
Signal Strength (RSS) has been proposed. The pimdic
method uses Lagrange interpolation, which approtémthe
process of RSS by means of n-dimensional functidth w
information of past RSS. PPAODV [3] discovers a neute
before the active route becomes obsolete and chatige
route smoothly by predicting a RSS of data packeétthe
Predict Time ¢y from the past information of RSS. PPAODV
[3] sets Discovery Periodpp as the minimum time that a
node can exchange one data with the neighboring.nod We consider IEEE 802.11 MAC with the distributed
In [4], the authors have proposed a High Precision coordination function (DCF). It has the packet sewe as
PPAODV (HPPPAODV) which is an amelioration ofrequest-to-send (RTS), clear-to-send (CTS), anda,dat
PPAODV. HPPPAODV can improve the predictionacknowledge (ACK). The short inter frame space §3I5
accuracy ratio by 1) using the Newton interpolati@) the amount of time between the receipt of one pamke the
adding the chance of acquisition of RSS to redbeeetror transmission of the next. Then the channel occopatie to
margin of RSS that is affected by the influencetibé MAC contention can be computed as:

thermal noise and fading and 3) predicting the eaifi the

Discovery Period gr by the number of hop in a route. C =t

In [27], Authors propose The Predictive Preemptive °© R'°
AOMDV (PPAOMDY) , an approach that uses the “Rout .

Failure P(rediction T()echniqueﬁ)"p for estimating whetran ?/Vheret_RTsandtCTga_re the time con;umed on RTS and CTS,
active link is about to fail or will fail . To evahte this 'ESPEctively antsisis the SIFS period,

approach to route failure prediction, they haveeatidto Ad  1hen the MAC overhea@Hy,c can be represented as:

Hoc on- Demand Multipath Distance Vector Routing

Protocol (AOMDV). OHuc =C,. 1. 4)

So, the link quality L, =F, (2)

3.1.2 Estimating MAC Overhead

+lors + Ages ©)

2.2. AOMDV Overview Wheret,. is the time taken due to access contention. The

AOMDV is an extension of AODV protocol where it @mount of MAC overhead is mainly dependent upon the
computes multiple disjoint loop-free paths in a teou medium access contention, and the number of packet
discovery [26]. Authors assume that every node AOMD collisions. That isODHwac is related to the congestion around
shares several characteristics with AODV. It isebaspon @ given node.

the distance vector concept and uses hop-by-hofingou OHyac can become relatively large if congestion is not
approach. Moreover, AOMDV also finds routes on detha controlled, and it can dramatically decrease thmacity of a
using a route discovery procedure. The main diffeeeis in  congested link.

the number of routes found in each route discovémy. LO-PPAOMDV employs a combined weight metric in its
AOMDV, RREQ propagation from the source to theSOSt function; the node weight metfig which assigns a cost
destination establishes multiple reverse paths bath to €ach linkin the network. Weight functij combines the
intermediate nodes as well as the destination. iMelt link quality Lg and MAC overhea@®Hyac to select optimal
RREPs traverse these reverse paths back to forrtipteul Paths.

forward paths to the destination into the sourced anfNefp for the link from node i to a particular neighbui
intermediate nodes routing tables. node is calculated as:

3. TheProposed LO-PPAOMDV fo = (Lq)/(OHMAC) 5)
3.1. Protocol Overview

311  Link Quality Estimation LO-PPAOMDYV is a reactive routing protocol; no pemeat

routes are stored in nodes. The source node @stiedute

In this paper, two-ray ground model is adoptedsThbdel discovery procedure by broadcasting the RREQ messag
[25] considers both the direct path and a grouriégon  similar to the AOMDV RREQ packet [26].

path. The model gives more accurate prediction &ing Multiple disjoint paths are computed during the teou
distance than the free space model. The receivegmpis discovery like AOMDV protocol [26].

predicted by: When the destination node receives the RREQ pdickeit

set RREP’s cost-field value = 65536'%2and it sends the
route reply packet RREP organized as detailed ipleTA.

All the intermediate nodes calculate its cost a&sflbw char
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in Figure 1.

When the intermediate node receives the RREP paitket
first estimates link quality.q and MAC overhea®Hyac as
(2) and (4) respectively; and calculate the nodg'sis (5);
see (Figure 1).

Upon receiving the RREP, an intermediate node dsctre
previous hop and relays the packet to the next H@node
detects a link break during route maintenance phiasends

a Route Error (RERR) packet to the source node.nUpc

receiving the RERR, the source node initiates a roewd of
route discovery.

Table 1. RREP message in LO-PPAOMDV

TYPE
U_int8_t

HOP COUNT
u_int8 t

Reserved
u_intl6 t

DESTINATION IP ADDRESS
nsaddr_t

DESTINATION SEQUENCE NUMBER
u_int32_t

LIFE TIME
Double

Cost_field
Double

3.2 TheProposed M echanism for Congestion Control

In LO-PPAOMDYV we implemented a cross layer approac
that tracks the RSS of received data packet frorh ea
neighboring node in order to know when an adjacexte is
near enough for a successful transmission.

We use a “Route Failure Prediction Technique” basethe
Lagrange interpolation (6) for estimating whethar aative
link is about to fail or will fail, and it can disguish
between both situations; link error at MAC layerswdue to
congestion and due to mobility of nodes to avoi@ th
unnecessary route repair process. The Predict Tigaeis
calculated as (7) and the Discovery Periogh Tan be

calculated as (8).
(tPT _tZ)(tPT _ts)x PlJ-"[ % le

( t -t )t )
{ea=) o

WhereP(tp7) is the value of RSS #&tr, P,—P; andt;—t; are
13,4 RSS and their received time respectively.

(7)
(8)

(tPT _tl)(tPT _ts)

(tz _tl)(tz _ts)

P(ter)

X

tbr = a3+ Tpp

Top = Twarning<Na-st Trreq X Ns.ot Trrer X Ns.p
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Prediction of link]
failure

Warning packet

Af—

Figure2. Node A predicts link failure

3.2.1

AOMDYV [26] interprets a link failure (in MAC layeras a
broken link, even when it was caused by congesdiothe
receiver. The sender node should know why commtiaita
was impossible. We implemented an approach theltgréne
RSS of received data packet from each neighboraug nn
order to know when an adjacent node is near endagh
successful transmission. If lost packets were doe t
ﬁongestion and high traffic, AOMDV triggers routepair,
and this can affect the network performance. If fmsckets
is due to low signal quality or misrouted packéten route
repair is needed because the receiver is not rbkcha
Afterward, the signal strength of neighboring nodas be
used to detect the reason for lost packets, dishgng
between congestion and broken links due to mobility
because in the last case, the receiver is unrekchad its
signal strength is now available. The implementatio
divided into two parts; the first part keeps thetlthree
received signals from a node in an array, and coespRSS
using Lagrange Interpolation (from the received adat
packets) if the signal is weak enough and the rmodeing
away, the MAC layer sends a Request To Send (RM&) a
the second part decides the kind of message (killré,
either due to errors or due to congestion usingadigtrength

of neighboring nodes) to be sent to the upper |aykenever
the communication is impossible but the destinatiode is

in the transmission range of the sender.

Transmitting information to a neighboring node inA®I
layer is preceded by the exchange of Request Ta Sen
(RTS)/Clear To Send (CTS) frames. If this commutiica
fails, the MAC layer waits (back off time) and matsmits
later. After several unsuccessful attempts, the Mlager
informs to the routing layer that communicationlefdi In
our approach, the reason for that unsuccessful
communication is sent to the routing layer. If thast
received power (the result of Lagrange interpoigtiof the

Extension of MAC Layer

Where, Taming Trreo @and Trrep represent the transmissiondestination node indicates that it is reachable, rbuting
time of warning packet, RREQ packet and RREP packdayer is informed, using the variable xmit_reasoithwhe
respectively. Also fs and r_p represent the number of value XMIT_REASON_HIGH_RSS. In this case, the rogti
hops between node “A” to node “S” of the activeteoand layer should interpret that communication to degton was
number of hops between; node S to node D of a wesey impossible, not because of a broken link but rather
respectively. congestion, therefore, route maintenance is notettelf
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that is not the reason delivered to the routingedagp route  « Throughput: the overall rate of transfer (received
maintenance process is required. bytes/ Time of simulation) which should be maxindze

322 Extension of AOMDV We report the results of the simulation experimédatsthe

Predictive Preemptive AOMDV protocol (PPAOMDV) and
When a node tries to communicate with a neighboniode for LO-PPAOMDV.

and this communication failed (after several attsmpAC

layer sends an error to the rogtlng layer). AOMDNErprets 1 T 0 PPAOMDY 10 sonrce

that the neighboring node is not present anymord al PPADM lfces —a—
communication failure was due to mobility. 0g L MDV 20 sources

In a scenario without mobility communication fa#ésr may LO_EEQ%MS& gg ourees
arise, but AOMDYV will interpret that it was due taobility, 05 PPAOMDY. 30 soiirces —+— |
where actually, it was due to congestion. Therefdhe s LO-PPAEOMBY 40 sources
process of route repair should not be performedesiit S PPAOMDV 40 sources
increases even more the congestion, decreasingvéiall <

performance of the network. The proposed amelionatvill 2

make AOMDV capable to distinguish between bott3$

situations, avoiding the route repair process wtienlink @

error at MAC layer was due to congestion and nat th §j’

mobility of nodes. In our approach, when a nodeasable

to communicate with a neighboring node, MAC laye

informs to the upper layer that there was a probtestuding 04

whether the neighboring node is still reachablenot (see

Figure 3). Therefore, the sender node does nobpenfoute 03 : : :
maintenance if it was informed that the neighboniagle is 0 50 100 150 200
still reachable. Pause tima

Figure 4. Packet delivery fraction

4. Simulation and Perfor mance Results Figure 4 represents the simulation results for deévery

ratio metric. The results indicate that the pacttelivery
ratio decreases with the increase in the numbesoafces.
This indicates that the number of sources has fggni
effect on the packet delivery ratio. The resulticates that
packet delivery ratio increases with increase inspatime.
tF r example, when the pause time increases fromt@0s
0s, the packet delivery ratio increases appraeind 5%.
so, it can be seen that significant performanang
between 10-15% in the delivery ratio were obtairfieom

We have used the implementation of AOMDV [26] ire th
NS simulator version 3.35 [5]. Our results are dase the
simulation of 50 wireless nodes forming an ad hetwork
moving about in an area of 1500 meters by 300 mdtar
200 seconds of simulated time. Two Ray Ground ctfla
model was adopted. Nodes positions were genera
randomly. The movement scenario files used for eac
simulation are characterized by a pause time. Heauie
begins the simulation by selecting a random detitinain

the simulation area and moving to that destinagiba speed LO-PPAOMDV.
distributed uniformly between 0 and 10 meters jeeoad. It . . ‘
then remains stationary for pause time seconds. Sd&nario 47 LO-PPAOMDV 10 sources —o—
is repeated for the duration of the simulation. wéery out LO_EEQ%MB¥ ;8 e
simulations with movement patterns generated foifférent 35 ¢ PPAOMDY 20 sources
pause times: 0, 20, 40, 80 and 200 seconds. A pamseof 0 LO-PPACMBY 30 saurces —e—
0 seconds corresponds to continuous motion, andusep = ° LO-Eﬁigmgﬁg 223;222 ]
time of 200 (the length of the simulation) corresg® to 3 PPAOMDY 40 sources
limited motion. Constant bit rate (CBR) sources ased in © 25
the simulations. The packet rate is 4 packets vigeen 10, g
20, 30 and 40 sources are assumed. The performagities 2 2
used to evaluate performance are: E ~.,
» Packet delivery ratio: The ratio of the data packets & o
delivered to the destination to those generatetheyCBR g 1
sources. This should be maximized. <
» Average end-to-end delay of data packets: This 05
includes all possible delays caused by bufferingindu '
route discovery, queuing at the interface queut — o . ‘
retransmission delays at the MAC layer, and profiaga 0 ) 50 100 150 200

and transfer times. This should be minimized.
 Normalized routing load: The number of routing
packets transmitted per data packet delivered ® th
destination. This should be minimized.

Pause time
Figure5. Average End to end delay
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In Figure 5 the results obtained for the end-to-eleday
metric are presented. We observe that the enddodetay
increases significantly when the number of souncereases.
The delay is affected by the route repair procedwweause
data packets are buffered until an alternativeedsitfound.
The results show that
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consequently, the normalized routing load. It cae b
observed from Figure 6 that the biggest gains of- LO
PPAOMDYV over PPAOMDYV is of 45% and happen with
80s of pause time and 40 sources. This has a goopakt on
energy because the number of control packets gedera

LO-PPAOMDV  outperformdow.

PPAOMDV significantly when the number of sources

increase and the motion is low. Figure 5 shows ia g&

about 20% less of LO-PPAOMDYV over PPAOMDV, for 40

sources in the pause time 200s.

4

LO-PPAOMDYV 10 sources
PPAOMDY 10 sources
1.0-PPAOMDY 20 sources
PPAOMDY 20 sources
LO-PPAOMDY 30 sources
PPAOMDY 30 sources
LO-PPAOMDY 40 sources
PPAOMDY 40 sources

35 f

Mormalized routing load

100 180

Pause time

50 200

Figure6. Normalized routing load

Figure 6 shows the normalized routing load agahmestpause

time. The metric is an indicator of protocol eféiocy and a

relative measure of control packets (routing ovad)eLO-

PPAOMDV offers higher efficiency (lower normalized
routing load) throughout the graph (when the numbkr
sources is superior 10). An increase in the nurobsources
results in congestion and traffic loss starts touocWhen
the maximum number of retransmissions is reachkd,
MAC layer notifies the routing layer that it wasalne to
deliver the traffic to the next hop and the routisgheme
generates a RERR packet to notify the source of
connection that the path is broken. As a resul, sburce
node searches the cache for alternative paths ute rivs
traffic and, if none is found, a new route discgverocess is
instigated. PPAOMDV has alternative routing pathshed
but it will interpret communication failures thatwas due to
mobility, where actually, it was due to congestidherefore,
the process of route repair should not be perforsiede it
increases even more the congestion, and triggaisroute
discoveries which increase the normalized routoed! On

the

220

LO-PPAOMDY 10 sources —o—

200 -

180 DV 30sotrces —— |

“PRATOMDYV 40 sources
FPAOMDV 40 sources

140

Throughput

120

100

80

100 150

Pause time

50 200

Figure 7. Throughput

Figure 7 represents the influence of mobility anonber

of sources on throughput by varying pause time and
number of sources. The result indicates that the
throughput increases with increase of number of
sources. Also the throughput increases as the pause
time increases (low mobility) because the more
collisions take place the more time is needed for a
successful transmission, this reveals that whersgau
time decrease (high mobility), the collisions magwg

up and significantly affect the throughput. For reyéde
when pause time decreases from 200s to 80s the
throughput decrease by 7% for 10 sources, 15%dor 2
sources and 25% for 30 and 40 sources. Also,nt ca
be noticed from this figure that significant
performance gains approximately 7% in throughput
were obtained from LO-PPAOMDV (especially when
the number of sources increase 30 and 40 sources).

5. Conclusion and Future Works

Multipath routing can be used in on-demand pro®dol
achieve faster and efficient recovery from routidufas in
highly dynamic Ad-hoc networks. In this paper, wavé
proposed a Link Quality and MAC-Overhead aware
Predictive Preemptive Multipath Ad hoc On-Demand
Distance Vector (LO-PPAOMDYV). There are two main
contributions in this work. One is the protocolbased on

the other hand, LO-PPAOMDYV has alternative QoS-@waiew metric combine two routing metrics (Link Quplit

routing paths cached and the affected traffic ig#ched to
one of the alternative paths with highest bottlénezpacity

MAC Overhead) another is the proposition of a clagsr
networking mechanism to distinguish between both

(the biggesf,y) and LO-PPAOMDV does not perform routesituations, failures due to congestion or mobiliby the

maintenance if it was informed that the neighbornigle is
still  reachable. LO-PPAOMDV triggers new
discoveries only when no routing path is availainiethe
cache of the source node or the neighboring nodeois
reachable resulting in lower

usage of the “Route Failure Prediction Techniquasead on

routethe Lagrange interpolation for estimating whetheraative

link is about to fail or will fail.
Simulation results show that LO-PPAOMDYV outperform

routing overhead and®PAOMDYV. Since less MAC errors, less route errasg
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less route changes provokes lower routing overhieatie
network. As the routing overhead is decreasing, ntbdes
are able to transmit more data packets; thereforieigher
throughput is obtained (up to 7% for 40 flows);oala gain
of about 20% less in average end to end delay Goflcivs
and 200s of pause time. Also with approximately1506
increase in the packet delivery ratio while the malized
routing load is reduced about 45%.

However, in the future task, we could deepen oudysto
improve outcomes. In particular, the study of theSQ
multilayer management (MAC network) can be enhartoed
include the application layer. In this case, theliaation
layer can adjust the flow rate according to therimfation
provided by the lower layers. Meanwhile, an admissi
control mechanism would be interesting to study awodld
control the network load and regulate the numbetraffic
allowed in the ad hoc network.

Our routing protocol reduces collisions by reducitige
number of retransmissions, should have a posithgact on
the energy consumption of nodes. In fact, the nadesless
energy for transmitting a packet correctly.

Our approach proposed, is developed with the dbedf
avoiding disconnections in scenarios with objecist t
interfere with the communication among nodes. Tha@nm
idea makes sense in mobility scenarios, for examiple
vehicular network (VANET), to ensure a reliable
communication path between vehicles in a flat -w-2
architecture, this may reduce accidents and savs ihees.
Finally, it should be noticed that a real systertwoek might
use more network resources than the simulationgs,Tine
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[7]Internet Engineering Task Force (IETF), “Mobile
Adhoc Networking (manet) Working Group,”
http://www.ietf.org/html.charters/ manet- chartémh
2004.

[8] J. Norman, and J.P. Joseph, “HLAODV — A Cross
Layer Routing Protocol for Pervasive Heterogeneous
Wireless Sensor Networks Based On Location,” IJCSI
International Journal of Computer Science Issues, V
7, Issue 4, No 7, pp. 28-37, July 2010.

[91M.A. Sayid, and H. Suhaidi, “Divert Failure Route
Protocol Based on AODV,” IEEE
DOI10.1109/NETAPPS, pp. 67-71, 2010.

[10]C. Xiaogin, M.H. Jones, and A. Jayalath, “Congestio
Aware Routing Protocol for Mobile Ad Hoc
Networks,” in proceedings of IEEE conference on
Vehicular Technology, Doi.
10.1109/VETECF.2007.21., pp.21-25, 2007.

[11]Y. Ming, A. Malvankar, W. Su, and S.Y. Foo, “Akn
availability-based QoS-aware routing protocol for
mobile ad hoc sensor networks,” Computer
communications Archive, Vol.30, No.18, pp. 3823-
3831, 2007.

[12]Y. Yi and S. Shakkottai, “Hop-by-Hop Congestion
Control Over a Wireless Multi-Hop Network,” in
IEEE/ACM on Networking, Vol.15, No.1, pp. 133-
144, February 2007.

[13]L. Chen, and W.B. Heinzelman, “QoS-Aware Routing
Based on Bandwidth Estimation for Mobile Ad Hoc
Networks,” IEEE on Selected Areas in
Communications, Vol.23, No. 3, pp. 561-572, march
2005.

results tend to be lower for both LO-PPAOMDV and [14]Z. Chenxi, and M.S. Corson, “QoS routing for mobile

PPAOMDYV in a real environment. Although the rediiaa
of simulations is an important step because it vadlo
comparing the proposed routing protocols with éxgst

protocols. It can be considered an experiment ca re

equipment for the evaluation of our protocol undeal

conditions, as a routing protocol can have unddsire

operation in a real scenario.
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