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Abstract: Recently, Big Data processing becomes crucial to most 

enterprise and government applications due to the fast growth of the 

collected data. However, this data often includes private personal 

information that arise new security and privacy concerns. 

Moreover, it is widely agreed that the sheer scale of big data makes 

many privacy preserving techniques unavailing. Therefore, in order 

to ensure privacy in big data, anonymization is suggested as one of 

the most efficient approaches. In this paper, we will provide a new 

detailed classification of the most used non-cryptographic 

anonymization techniques related to big data including 

generalization and randomization approaches. Besides, the paper 

evaluates the presented techniques through integrity, confidentiality 

and credibility criteria. In addition, three relevant anonymization 

techniques including k-anonymity, l-diversity and t-closeness are 

tested on an extract of a huge real data set.  
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1. Introduction 
 

Due to the immense data growth, the concept of big data has 

definitely gathered momentum in recent years. Big data 

refers to the explosive quantity of data generated in today’s 

society. Compared to conventional databases, big data is 

generally described by a 3Vs model containing Volume, 

Variety and Velocity [1], [2]. Later, two other features in 

terms of Value and Veracity were added to the previous ones 

[3]. Further, big data is extended up to 9V’s including 

Visualization, Viscosity, Virality and Validity [4].  

A big amount of the collected data is private such as medical 

records, financial credentials, Web usage, emails, photos, 

videos, etc. Unfortunately, at every step of managing such 

data, there is a possibility that private information may be 

disclosed due to the extraordinary scale of data. Therefore, 

the challenge of ensuring privacy is considered as one of the 

major hurdles in big data applications. At this level, it is 

generally believed that most of conventional data privacy 

techniques don’t support the sheer scale of big data. Thus, 

many recent techniques have been proposed in the literature 

to preserve privacy. 

The aim of this paper is to focus on the best way to sanitize 

data by using anonymization techniques which strike the 

right balance between preserving data utility and ensuring 

privacy in big data. Our scientific contribution consists of 

providing a detailed classification of recent anonymization 

techniques supporting large scale of data. In the literature, 

there exist two general approaches which are cryptographic 

and non-cryptographic ones. However, in this paper, the 

main focus is to propose a classification dealing with non-

cryptographic techniques. The proposed classification is 

divided into two main categories, and each category contains 

various anonymization techniques dealing with a specific 

type of data. The whole mentioned techniques in the 

proposed classification were discussed, evaluated and 

compared according to three main criteria: confidentiality, 

integrity and credibility. In addition, we presented several 

cases where some anonymization techniques could be 

applied according to the type of managed data, the 

degradation of the system’s speed, etc; besides, the most 

appropriate anonymization technique is proposed to each 

treated case. We focus more on three relevant anonymization 

techniques belonging to generalization approach which are 

k-anonymity, l-diversity and t-closeness. In fact, the 

combination of these techniques ensures privacy, preserves 

utility and treats both Quasi-Identifier and sensitive 

attributes. These techniques were tested on an extract of a 

real huge data set. 

The reminder of the paper is organized as follows: in section 

2, the main characteristics of big data and its privacy 

concerns are provided; in section 3, the difference between 

pseudonymization and anonymization is explained; in 

section 4, a classification of non-cryptographic 

anonymization techniques into two main different categories 

is presented; in sections 5 and 6, different techniques of 

generalization and randomization approaches are listed 

respectively. In section 7, some solutions and 

recommendations are suggested. Finally, a conclusion and 

future research directions are given. 
 

2. Big data privacy 
 

Big data makes reference to data sets whose size exceeds the 

capacity of traditional relational databases in order to handle 

and treat the data within a reasonable response time. 
 

2.1.  Big data background 
 

In the literature, there are different types of data such as 

structured, semi-structured and unstructured data [2], [4], [5]. 

Structured data is a type where values are classified into 

records; each record is identified with a unique value and has 

an identical number of attributes [6]. For instance, structured 

data could be stored in relational databases, enterprise data 

warehouses and NoSQL databases [7]. However, semi-

structured data is considered as a form of structured data 

which is not conforming to the formal structure of data 

models associated with relational databases [8]. Semi-

structured data could be used to query more data formats 

including data types like Extensible Markup Language 

(XML), Comma-Separated Values (CSV) data, flat files, etc 

[7], [9]. Whereas, unstructured data is a complex type of big 

data existing in each organization’s data set [6]. About 80% 

of the total data in the world is unstructured and, usually 

composed of audio data, images, videos or data from social 

media [4]. The unstructured data is very difficult to represent 
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since it cannot be easily stored into a tabular form, thus new 

mechanisms were introduced such as non-relational database 

(NOSQL) and enterprise data warehouses [7]. 

Big data is pertinent to the entire society; the industry uses 

big data technologies for effective business operations. The 

government is also concerned in using big data in order to 

enhance services to citizens. Healthcare is another important 

field to which big data can offer new opportunities. Big data 

in healthcare has become an emerging and outstanding field 

of research; in addition, many other fields of science and 

engineering are actually facing the growth of the data 

volume generated by various sources [5].  

Big data is measured by the following characteristics which 

are summarized as “9Vs” [4].  

• Volume: refers to the enormous quantity of data created 

by organizations or individuals in a unit of time, either 

second, minute, hour, or day. It is almost difficult for data 

providers to manage the whole data they actively or 

passively furnish to others. As a result, the large volume 

of data increases the risk of information leakage which 

may violate individuals’ privacy [3]. 

• Variety: illustrates the huge diversity of data formats and 

sources. The data format covers structured, semi-

structured, and unstructured data; for instance, voice and 

video chat, images, text messages and data gathered from 

social media discussions. Therefore, not only the huge 

data infrastructure management up to petabyte level 

needs to be secured, but also the data management 

methods dealing with the source of data [4], [10]. 

• Velocity: indicates the speed of generating new data, the 

continuity and the elevated frequencies of data. This 

characteristic makes security and privacy issues harder. 

Fast data growth demands non-relational databases, thus 

security and privacy must be considered when 

developing distributed programming frameworks [3], 

[10]. 

• Value: points to the output gained from big data. 

Individuals, organizations and companies would get 

advantage from big data predictive analysis by 

determining the value inside the data. Generally, the 

value is obtained by examining certain patterns from the 

user's list of activities in the data set, analyzing their 

preferences, behavior or feelings. Therefore, the tradeoff 

between privacy and utility must be taken into 

consideration [3], [4]. 

• Veracity: shows the trustworthiness, abnormality, noise, 

bias, applicability and other properties of the data. In 

other words, veracity means that the quality and 

efficiency of the data could not be at the highest level. 

Besides, veracity is considered as one of the challenging 

issues in big data analysis when checking the integrity of 

the mined data, and also when verifying the credibility of 

the published data [3], [5]. 

• Visualization: allows seeing several dimensions of big 

data. This characteristic is so important since big data is 

usually presented as a black box. Despite the fact that 

new technologies have allowed analysts to get a deeper 

vision to the vast amount of data, unprecedented 

visualization is still needed to better understand the data 

node [4]. 

• Viscosity: represents the resistance when processing 

certain data sets and also the complexity of its 

processing. Due to the diversity of data, the complexity 

of processing every set changes when handling big data. 

Thus, a fast processing of complex cases is needed to 

eliminate the resistances related to data sets [4]. 

• Virality: indicates the velocity of data propagation in the 

network. Knowing the virality content in advance would 

be helpful in various applications and also for viral 

markets. In addition, it can be useful for organizations in 

order to improve the network performances [4]. 

• Validity: refers to both the coherence and power of data. 

Even though the analysis and processing of the data are 

fast, accurate decisions could be made [4]. 

In spite of the various opportunities provided by big data, 

theoretically, the old 3Vs including Volume, Variety and 

Velocity are of particular importance because they constitute 

the basis of big data [4]. Besides, the growth of data has 

increased privacy concerns. For instance, Facebook 

preserves all the information concerning the social 

relationships and personal life and Google can get 

information about shopping choices and browsing habits. 

2.2. Privacy concern 

Privacy is frequently confused with security. Security deals 

with the CIA triad composed by Confidentiality, Integrity 

and Availability, whereas Privacy is ensured when it is 

possible to hide the real identity of the person [2]. In other 

words, privacy aims to preserve the data from divulgation. 

From a legal point of view, several laws for protecting 

personal information were proposed, for example, in 

Australia (Privacy Act, 1988), the European Union (1995) 

and Canada (PIPEDA, 2000). In this context, the United 

States established separate laws and operates according to 

the principle of the portability and accountability for Health 

Information Act (HIPAA, 1996), protection of children’s 

data (COPPA, 1998) and finance (Gramm-Leach-Bliley, 

1999). Otherwise, the privacy principles deal with the 

fundamental rules on how organizations should treat 

personal information, for example, the Fair Information 

Practices (FTC, 2000) and OECD Privacy Principles (2010) 

[10]. A latest, law was proposed in European Union (EU), 

called General Data Protection Regulation (GDPR) which 

became efficient in May 2018. This law concerns all the 

organizations of the EU, the European Economic Area 

(EEA) as well as organizations belonging to other countries 

processing European citizen’s data [1], [11]. 

In the case of big data, and in order to take advantage of the 

benefits of the services offered by web services and 

information platforms, individuals themselves furnish 

Personally Identifiable Information (PII). These personal 

information such as name, social security IDs and credit card 

numbers may be used alone or with other information to 

single out a person. The privacy of individuals may be 

compromised and no longer under control when information 

is made disposable [10]. Therefore, it is mandatory to ensure 

privacy by making sure that all the attempts to identify an 

individual will fail [12].  

The main purpose of this paper is presenting, discussing and 

evaluating the majority of non-cryptographic anonymization 

techniques ensuring privacy in big data. 
 

3. Pseudonymization Vs Anonymization 
 

Both pseudonymization and anonymization approaches 

protect the identity of a person. Although anonymization is 
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the most used approach, there are some cases where 

pseudonymization is the most suitable since it keeps certain 

information unencrypted which may cause some problems to 

the person’s life if they are hidden. 
 

3.1.  Pseudonymization 
 

Pseudonymization is a method for ensuring privacy even if it 

doesn’t represent a fully anonymization and it can be 

considered as a data minimization measure [1]. 

Pseudonymization replaces an identifier with a randomly 

generated identifier called pseudonym and it generates 

several identification keys in order to create a connection 

between distinct information related to individuals [13]. In 

the following, the most used pseudonymization techniques as 

mentioned in [14]. 

• Encryption with secret key: Since the data set still 

contains personal data, the owner of the key can trivially 

identify each data subject throughout decrypting the same 

data set. However, Public key encryption is not able to 

preserve privacy of sensitive data belonging to 

individuals [11]. 

• Hash function: It’s a one-way function that returns an 

output data with fixed size from an unfixed input size. 

However, this function has the possibility to replace the 

range of known input values in order to deduce the right 

value for a special record. Hash functions are generally 

designed to be relatively fast in the calculation processes, 

although they fail against brute force attacks. 

• Keyed-hash function with stored key: It is a special 

hash function using a secret key as an additional data 

entry. A data controller can apply the function on the 

attribute by employing this secret key. However, when an 

adversary applies the function without knowing the key, 

then this technique becomes much harder and impractical 

since the number of possibilities to be analyzed is large. 

• Deterministic encryption: It may be assimilated to a 

technique that chooses a pseudonym random number for 

every attribute in the data set. This pseudonym is then 

removed from the matching table in order to reduce the 

risk of linkability. This technique will be computationally 

difficult for an adversary to decrypt the function, because 

he or she has to test every possible key whenever the 

tested one is not correct. 

• Tokenization: It is specially employed in financial 

industry to substitute the numbers of an ID card by other 

values which reduce the utility for an adversary. This 

technique is based on applying unidirectional encryption 

mechanisms throughout an indexed function of random 

produced numbers which are mathematically not 

determined from the source data. 

Generally, pseudonymization does not have a negative effect 

on the data mining process [1]. However, the reversibility of 

pseudonymized data could be very significant. For example, 

in the context of clinical drug trials, it is important that 

patients’ pseudonymized trial data could be reversed if 

necessary in order to inform the patients about a medically 

undesirable event. That is why; fully anonymized data in this 

context might be dangerous and irresponsible. Therefore, in 

most of the time, a fully anonymization is needed since the 

objective of this approach is privacy protection. In the 

following, we will present the anonymization process and 

will mention the required tasks to get an anonymizer system. 

3.2.  Anonymization 

In order to protect sensitivity or confidentiality of shared 

data, data sanitization is often made before the distribution 

and analysis processes. And, when the intention of 

sanitization is privacy, then it is often called data 

anonymization, or de-identification. Anonymization is 

considered as a utility-based approach ensuring privacy in 

big data. It maintains the identity of records existing in the 

published data set protected against identity disclosure 

attacks by applying some anonymization techniques such as 

generalization, suppression, etc [15]. In fact, the 

anonymization techniques goal is providing a balance 

between preserving data utility and ensuring privacy [16]. 

There are many open source tools made for anonymization 

such as ARX (Powerful Data Anonymization), the cornell 

anonymization and hadoop anonymization toolkit [17]. 

Anonymization is a process used to prevent a person’s 

identity from being connected with other information. 

Depersonalization, masking or even obfuscation are other 

forms of anonymization. Furthermore, the anonymization 

process is considered effective if it is impossible to deduce 

original data from the anonymized data set by using a 

mathematical process [18]. 
 

 
Figure 1. General anonymization architecture 

While safeguarding privacy, the anonymization process is 

expected to enable big data tools to analyze the data in 

meaningful ways. So, as shown in Figure 1, once the data is 

anonymized, it can be safely moved to Hadoop File System 

(HDFS) based storage for example, where it would be 

disposable for analysts to examine the output. The 

architecture gives also the possibility to identify and 

reconstruct the original data set in order to control the 

unaccustomed behaves of some persons [17]. According to 

Križan et al. in [18], an anonymizer system is expected to 

obey a number of requirements, mainly security and speed. 

• Security should be very strong to make a backup of the 

original information, fairly difficult or even impossible. 

Security is not strong enough even if the used keys are 

adequately protected, thus, anonymization techniques 

should be involved. Otherwise, the possibility to apply 

the masking only on authenticated users would improve 

the security of the system. 

• Speed is measured by the number of hidden records in a 

unit of time. The speed of the used technique gives the 

ability to determine if the system is able to work online 

or offline only. Thus, any process should be done within 

a reasonable time in all cases. 

In the following, we will present the proposed classification 

of non-cryptographic anonymization techniques. 
 

4. Classification of non-cryptographic 

anonymization techniques 
 

Before presenting the proposed classification, it is necessary 

to give an insight on the classifications made in some works 

dealing with anonymization as an approach to ensure 

privacy. For Li and Zhang in [19], the anonymization could 
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be achieved through cryptographic or non-cryptographic 

techniques. According to Križan et al. in [18] and Working 

party in [14], anonymization techniques are divided into two 

categories; the first one is called randomization while the 

second is called generalization. Otherwise, encryption, 

randomization, bucketization and k-anonymity constitute the 

classification adopted by Patil and Ingale in [20]. Besides, 

authors in [2] assume that the classification could be realized 

by treating cryptographic techniques, k-anonymity, l-

diversity, t-closeness and Differential Privacy techniques. 

Venifa Mini and Angel Viji in [11] propose an architecture 

that ensures privacy against potential security breaches in the 

cloud through the anonymization of encrypted data. 

Furthermore, the classification of anonymization techniques 

made by Wang and Li in [21] includes generalization, 

suppression, bucketization and perturbation. In this paper, we 

will divide the anonymization techniques into two main 

classes, generalization and randomization approaches as 

shown in Figure 2. 
 

 
Figure 2. Diagram of the proposed classification of non-

cryptographic anonymization techniques 

Figure 2 represents a diagram of non-cryptographic 

anonymization techniques helping to ensure privacy in big 

data. This paper will give much information concerning all 

the techniques mentioned in the diagram. Table 1 presents 

non-cryptographic techniques already mentioned in Figure 2 

to evaluate the anonymized published output through 

integrity, confidentiality and credibility criteria. 

As shown in the Table 1, the integrity is ensured when a 

copy of the original data set is saved before the 

anonymization process or when the whole original data still 

exist in the published anonymized data set. According to the 

same table, l-diversity, t-closeness, permutation, differential 

privacy and shuffling are the only techniques where the 

integrity criterion is intact. In fact, l-diversity and t-closeness 

techniques leave the data as close as possible to its original 

form. Moreover, the distribution of values using permutation 

technique remains unmodified. In addition, a copy of the 

original data set will be maintained when using differential 

privacy; besides, when employing shuffling technique, the 

data still exists in the anonymized data set. Regarding the 

confidentiality criterion, it is ensured when the published 

anonymized data set doesn’t contain real information that 

could lead to identify a specific person. In fact, the 

confidentiality is guaranteed when using k-anonymity and l-

diversity only if the thresholds k and l are high enough 

respectively. 
 

Table 1. The evaluation of non-cryptographic anonymization 

techniques 

A
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C
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en
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al
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C
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d
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G
en

er
al

iz
at

io
n
 K-anonymity based on generalization 

[22], [23], [24], [25] 

No No Yes 

L-diversity [2], [14], [23], [25] 

 
Yes No Yes 

T-closeness [2], [14], [26] Yes Yes Yes 

R
an

d
o

m
iz

at
io

n
 

K-anonymity based on suppression [20], 

[24], [27] 

No No Yes 

Permutation [14], [28] Yes Yes No 

Differential Privacy [29], [14] [30], 

[31], [32] 

Yes Yes Yes 

Substitution [18], [33], [34], [35] No Yes No 

Shuffling [18], [33], [35] Yes No No 

Blurify [18], [33], [35] No Yes Yes 

Nulling out [18], [33], [35] No Yes No 

Character masking [18], [33] No Yes No 

 

However, this criterion could not be maintained when using 

shuffling technique if the used algorithm in the 

anonymization process isn’t appropriate. Concerning the 

credibility criterion, a published anonymized data is credible 

when it truly represents what it is supposed to represent. 

Actually, the credibility is not ensured when using 

permutation, substitution, shuffling, Nulling out and 

character masking techniques. In permutation technique, the 

values in the data set are substituted by other ones. In 

substitution, the data is replaced by falsified hidden 

information. Otherwise, in shuffling technique, the values are 

randomly rearranged inside one data set column. Besides, a 

column of the data set is removed through a substitution 

using NULL values when using Nulling out technique and 

the values in Character masking technique are substituted by 

a special constant character. In the following two sections, 

we will discuss every technique mentioned in Table 1. In 

addition, k-anonymity, l-diversity and t-closeness techniques 

will be tested through an extract of a real huge data set. 
 

5. Generalization Techniques 

The generalization is the first family of non-cryptographic 

anonymization techniques and it consists of making the 

attributes of data subjects more widespread by changing their 

scale or order of size [12].The generalization could help in 

preventing singling out, but it is not helpful in all cases. In 

fact, the generalization needs specific and sophisticated 

quantitative techniques for preventing linkability and 

inference attacks [14]. Besides, Generalization is considered 

as the most common approach to anonymize a data set in 

order to ensure privacy in big data [36]. Moreover, values in 

generalization algorithms are replaced with more general 

ones based on Value Graph Hierarchy, either on Taxonomy 

tree as mentioned in [22] and [36]. 
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In this section, we present the generalization techniques 

which are k-anonymity based on generalization, l-diversity 

and t-closeness. 
 

5.1. K-anonymity based on Generalization 
 

Anonymization changes the format of the original data in 

order to protect personal or private information. In a broad 

sense; there exist two main attribute types including Quasi-

Identifier (QI) and sensitive attributes. QI attributes may lead 

to identify an individual in a data set, but only when they are 

linked with other attributes in external data sets.  
 

Table 2. The original test table 

Id
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1 M 52 67025 Pulmonary 

emphysema 

Home 

oxygen 

therapy 

08/02/2003 

2 F 37 75983 Asthma Inhaled 
steroid 

therapy 

13/08/2006 

3 M 43 67012 Pulmonary 

emphysema 

Smoking 

cessation 
therapy 

24/02/2003 

4 F 40 69300 Chronic 

obstructive 

bronchitis 

Chronic 

obstructive 

pulmonary 
disease 

clinical 

management 
plan 

06/09/2005 

5 F 39 75918 Non-small 

cell 

carcinoma of 
lung TNM 

stage 4 

Chronic pain 

control 

management 

04/09/2013 

6 M 70 57011 Primary small 

cell malignant 
neoplasm of 

lung  TNM 

stage 4 

Cancer 

education 

27/09/2016 

7 M 67 67069 Alzheimer Demential 
management 

30/08/2012 

8 M 66 57200 Concussion 

injury of 

brain 

Recommend

ation to rest 

14/10/2008 

9 F 15 75900 Concussion 
injury of 

brain 

Head injury 
rehabilitatio

n 

14/10/2008 

10 M 68 57140 Stroke Stress 

management 

17/02/2016 

11 F 65 69470 Non-small 
cell 

carcinoma of 

lung TNM 
stage 4 

Terminal 
care 

31/12/2009 

12 F 46 69200 Chronic 

obstructive 

bronchitis 

Smoking 

cessation 

therapy 

20/10/2014 

Whereas, sensitive attributes include confidential 

information belonging to a specific individual, these 

attributes need more protection compared to QI ones [23], 

[37]. The k-anonymity is achieved when all the records 

belonging to a set of QI attributes cannot be distinguished 

from at least k−1 other records in the data set [23], [25]. 

Moreover, every record in a k-anonymized data set has a 

maximum probability 1/k of being identified [25]. In 

addition, the confidentiality of the published data is better 

ensured when the value of the threshold k is high enough 

[17], [24]. 

The k-anonymity based on generalization protocol works as 

follows; in the first step, it separates QI attributes from 

sensitive ones. After that, it makes sure that QI attributes are 

generalized according to the threshold k. Later, it verifies if 

the generalized QI are indistinguishable from at least k-1 

other records, then, it inserts them into the anonymized 

resulted table, otherwise the procedure is repeated [24]. 

Table 2 represents the original test table including the QI and 

sensitive attributes. This test table is an extract from a huge 

real data set called “Careplans” with respect to “Disease”, 

“Treatment” and “Date of diagnosis” attributes [38]. 

However, “Gender”, “Age”, and “Zip code” attributes were 

chosen randomly in order to show the importance of using k-

anonymity and t-closeness techniques. 

Table 3 shows the result of applying k-anonymity based on 

generalization through an algorithm called “A new technique 

ensuring privacy in big data: k-anonymity without prior 

value of the threshold k”, proposed in [24]. The algorithm 

generalizes the attribute “Age” before applying the principle 

of k-anonymity with respect to both “Gender” and “Age” 

attributes. 
 

Table 3. K-anonymity based on generalization with k=3 
Id
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1 M [41,70] 67025 1 

3 M [41,70] 67012 1 

7 M [41,70] 67069 1 

2 F [11,40] 75983 2 

5 F [11,40] 75918 2 

9 F [11,40] 75900 2 

4 F [41,70] 69300 3 

11 F [41,70] 69470 3 

12 F [41,70] 69200 3 

6 M [61,70] 57011 4 

8 M [61,70] 57200 4 

10 M [61,70] 57140 4 
 

The main idea of k-anonymity based on generalization 

technique is ensuring that there are identical values within 

each bucket when making a horizontal partitioning. By 

applying k-anonymity principle, an adversary is not able to 

detect the real values corresponding to a certain individual. 

As shown in Table 3, a new column representing the 

resulting buckets is added. In this case, there are at least 3 

records within each bucket with respect to “Gender” and 

“Age” attributes. For instance, the combination {M, [41-70]} 

is repeated 3 times in bucket 1. Besides, the combination {F, 

[11-40]} is repeated 3 times in bucket 3. It is clearly shown 

that there are at least 3 identical values with respect to 

“Gender” and “Age” attributes within each bucket of Table 

3. Therefore, this table is considered as a 3-anonymity table. 

Finally, the “Id” column must be removed from the 

published anonymized data set in order to hide the real order 

of tuples.  

In practice, optimal k-anonymity is a Non-deterministic 

Polynomial-time (NP) hard problem, thus, different 

approaches come to address the k-anonymity limitation like 

l-diversity and t-closeness models [18]. Next, the second 

non-cryptographic anonymization technique called l-

diversity will be presented. 
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5.2. L-diversity 

The model of l-diversity is introduced to address the 

shortcomings of k-anonymity. L-diversity is a form of group-

based anonymization and it aims to ensure privacy by 

partitioning the data sets into several buckets. Thus, the huge 

scale of big data is minimized in terms of representation 

[23]. This technique ensures that each sensitive attribute has 

at least l different values within each bucket [12], [15]. L-

diversity technique is achieved when it is able to resist 

against background knowledge attack [25], [39]; besides, l-

diversity can ensure that sensitive attributes would have 

actually the same frequency [40]. In addition, it is impossible 

to implement the inference attacks against an ‘l-diverse’ data 

set with certitude of 100% [14].  

In the literature, there exist three models of l-diversity which 

are Distinct, Entropy and Recursive models [24], [26]. 

However, the distinct l-diversity technique is the most used 

where each bucket in the data set contains only distinct 

values.  
 

Table 4. 3-diversity applied on sensitive attributes 
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1 [36-55] Pulmonary 

emphysema 

Home oxygen 

therapy 

08/02/2003 1 

2 [36-55] Asthma Inhaled steroid 

therapy 

13/08/2006 1 

4 [36-55] Chronic 
obstructive 

bronchitis 

Chronic 
obstructive 

pulmonary disease 

clinical 

management plan 

06/09/2005 1 

3 [36-65] Pulmonary 

emphysema 

Smoking 

cessation therapy 

24/02/2003 2 

5 [36-65] Non-small 

cell 
carcinoma of 

lung TNM 

stage 4 

Chronic pain 

control 
management 

04/09/2013 2 

6 [36-65] Primary small 
cell malignant 

neoplasm of 

lung  TNM 
stage 4 

Cancer education 27/09/2016 2 

7 [66-75] Alzheimer Demential 

management 

30/08/2012 3 

8 [66-75] Concussion 

injury of 

brain 

Recommendation 

to rest 

14/10/2008 3 

10 [66-75] Stroke Stress 

management 

17/02/2016 3 

9 [15-65] Concussion 

injury of 
brain 

Head injury 

rehabilitation 

14/10/2008 4 

11 [15-65] Non-small 

cell 

carcinoma of 
lung TNM 

stage 4 

Terminal care 31/12/2009 4 

12 [15-65] Chronic 

obstructive 
bronchitis 

Smoking 

cessation therapy 

20/10/2014 4 

 

We will illustrate this technique through an example with l=3 

as shown in Table 4 by doing the same analysis as shown in 

the case of k-anonymity based on generalization. However, l-

diversity principle ensures that each bucket will include 

distinct values with respect to the chosen sensitive attributes. 

The technique is achieved by making sure of having at least 

3 distinct values within each bucket with respect to the 

combination of attributes “Disease”, “Treatment” and “Date 

of diagnosis”. 

In Table 4, the l-diversity technique applies a horizontal 

partitioning on the original test Table 2 with respect to 

“Disease”, “Treatment” and “Date of diagnosis” sensitive 

attributes. For instance, all the 4 buckets include at least 3 

distinct values, thus, Table 4 would be considered as a 3-

diverse table. The published anonymized data set will not 

include the “Id” column to not give the adversary the 

possibility of retrieving the original data set. Although, the l-

diversity technique gives good results in terms of data 

anonymization, it cannot resist against skewness and 

similarity attacks [2]. 

The following t-closeness technique comes to address the l-

diversity technique limitation. 

5.3. T-closeness 

T-closeness is a refinement of l-diversity and aims to create 

equivalent classes, also called buckets, which look like the 

initial distribution of attributes in the original table. This 

technique is efficient when it is necessary to remain the data 

as close as possible to their original form [14].  
 

 
 

Figure 3. The hierarchy of diseases 
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When the distance between the distribution of a sensitive 

attribute in the equivalence class and the distribution of the 

attribute in the whole table is less than a threshold t, then the 

equivalence class is called “have t-closeness” [2], [26]. 

As said before, l-diversity technique is not able to resist 

against several attacks. Therefore, the most critical one is 

called similarity attack. Despite the fact that the sensitive 

values are distinct within each bucket after applying l-

diversity technique, the semantic significance of these 

distinct values is similar and thus, the information can be 

disclosed [2]. Figure 3 shows the hierarchy of diseases 

related to health sector including categorical values. This 

hierarchy is adopted in order to show that l-diversity 

technique cannot resist against similarity attack and 

therefore; thus, t-closeness technique is needed to address l-

diversity limitation. 

Table 5 shows the result after applying t-closeness technique 

on Table 4 corresponding to l-diversity technique. 

Table 5. T-closeness technique applied on Table 4 

Id
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8 [66-75] Concussion 
injury of 

brain 

Recommendation 
to rest 

14/10/2008 1 

2 [36-55] Asthma Inhaled steroid 

therapy 

13/08/2006 1 

4 [36-55] Chronic 
obstructive 

bronchitis 

Chronic 
obstructive 

pulmonary disease 

clinical 
management plan 

06/09/2005 1 

3 [36-65] Pulmonary 

emphysema 

Smoking 

cessation therapy 

24/02/2003 2 

5 [36-65] Non-small 
cell 

carcinoma 

of lung 
TNM stage 

4 

Chronic pain 
control 

management 

04/09/2013 2 

6 [36-65] Primary 

small cell 
malignant 

neoplasm 

of lung  
TNM stage 

4 

Cancer education 27/09/2016 2 

7 [66-75] Alzheimer Demential 

management 

30/08/2012 3 

1 [36-55] Pulmonary 
emphysema 

Home oxygen 
therapy 

08/02/2003 3 

10 [66-75] Stroke Stress 

management 

17/02/2016 3 

9 [15-65] Concussion 

injury of 
brain 

Head injury 

rehabilitation 

14/10/2008 4 

11 [15-65] Non-small 

cell 

carcinoma 
of lung 

TNM stage 

4 

Terminal care 31/12/2009 4 

12 [15-65] Chronic 
obstructive 

bronchitis 

Smoking 
cessation therapy 

20/10/2014 4 

Although the buckets in Table 4 contain distinct values, they 

may correspond to a specific category. Thus, an adversary 

would easily know the category of diseases belonging to a 

specific bucket. For instance and based on the hierarchy in 

Figure 3, bucket 3 of Table 4 includes “Alzheimer”, 

“Concussion injury of brain” and “Stroke” which all of them 

correspond to “Brain diseases” category. 

Therefore, if an adversary knows that a 68 years old person 

exists in Table 4, he/she would easily deduce that this person 

belongs to bucket 3 and consequently, this person certainly 

suffers from a brain disease. Thus, t-closeness comes to 

resist against similarity attack. Based on the algorithm 

proposed in [28], buckets 2 and 4 of Table 4 will remain 

intact since they include values belonging to different 

categories. However, buckets 1 and 3 of Table 4 will be 

changed to address the problem of similarity attack since 

they are corresponding to “Respiratory infection” and “Brain 

diseases” categories respectively. Besides, a permutation 

process is used to diversify the values within buckets 1 and 3 

of Table 4 semantically. As a result, all the buckets 

belonging to Table 5 correspond to more than one category 

and the similarity attack is no more a threat. In the published 

anonymized data set, the “Id” attribute will be removed in 

order to hide the real order of tuples. 
 

6. Randomization Techniques 
 

Randomization is the second family of non-cryptographic 

anonymization techniques. It alters the veracity of the data in 

order to remove the strong relationship between the data and 

the individual. If the adversary has enough confusion 

concerning the data, then, he can no longer identify an 

individual [14]. The randomization has the advantage of 

providing protection against inference attacks. 

Randomization techniques can be applied when collecting 

the data and also during the data pre-processing steps [41]. 

However, it will not reduce the singularity of records itself 

since each record will always be derived from a single data 

subject. The randomization approach could be combined 

with the generalization approach in order to produce stronger 

privacy guarantees [14]. 

In the next section, we will list some techniques related to 

the randomization approach. 
 

6.1. K-anonymity based on Suppression 
 

The main idea of suppression based algorithm is hiding the 

values of some attributes by using an asterisk "*" while the 

concept of k-anonymity is ensured with respect to the chosen 

attributes [24], [27]. 

The k-anonymity based on suppression protocol is described 

as follows; first, it separates QI attributes from sensitive 

ones; after that, it substitutes some QI attributes by the 

special character "*". Later, it checks if the suppressed QI 

attributes are equal to the non-suppressed ones. In the end, 

they are inserted in the table, otherwise the procedure is 

repeated. One advantage of using the k-anonymity based on 

suppression is the impact of substitution of the actual value 

with "*" which makes unauthorized users confused. 

However, it becomes impossible to make a backup of the 

original data set [20]. Besides, it causes a huge amount of 

information loss and therefore, the data utility is not 

preserved [42]. Table 6 illustrates an example of applying k-

anonymity based on suppression with k=3 on all the QI 

attributes already existing in Table 2. The k-anonymity based 

on suppression technique is similar to k-anonymity based on 

generalization. The difference is that the first one modifies 

the values within a column by substituting for example, some 
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digits with asterisk in “Zip code” attribute as shown in Table 

6. 

Table 6. K-anonymity based on suppression with k=3 
Id

 

G
en

d
er
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Z
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1 M 52 67*** 1 

3 M 43 67*** 1 

7 M 67 67*** 1 

2 F 37 75*** 2 

5 F 39 75*** 2 

9 F 15 75*** 2 

4 F 40 69*** 3 

11 F 65 69*** 3 

12 F 46 69*** 3 

6 M 62 57*** 4 

8 M 66 57*** 4 

10 M 68 57*** 4 
 

And the second one focuses on dispersing the range of values 

by making them more general. However, the principle of k-

anonymity is the same as done before when treating the 

generalization case as mentioned in Table 3. Table 6 

represents the result after applying k-anonymity based on 

suppression where all the buckets include similar values with 

respect to “Gender” and “Zip code” attributes. In the 

published data set, the “Id” column is deleted to avoid 

retrieving the real order of tuples. 

6.2. Permutation 

Permutation can be considered as a particular way of adding 

noise to data. However, the generation of an exact amount of 

noise could be a challenging task. Also, changing the values 

of attributes may slightly not provide enough privacy. 

Alternatively, permutation technique modifies only the 

values in the data set by substituting a record with another 

one. Permutation technique could be applied during the 

anonymization process between minimum values 

corresponding to each consecutive buckets existing in the 

data set [28]. Such permutation between records will ensure 

that the range and the distribution of values will remain 

unchanged, but the link between values and individuals will 

not. If two or more attributes have a logical or statistical 

relationship and are swapped independently, then, such 

correlation will be destroyed. Therefore, it might be 

important to permute a set of linked attributes while breaking 

the logical correlation; otherwise, an attacker may identify 

the permuted attributes and reverse the permutation [14]. In 

addition, it is essential to isolate sensitive attributes from the 

original data set and then, apply the permutation process on 

the corresponding sensitive values in order to take benefit 

from protecting personal data and to prevent the adversary 

from retrieving valuable information.  

Permutation itself is not able to ensure privacy in big data. 

However, it must be combined with other generalized 

anonymization techniques such as t-closeness [14], [28]. 

6.3. Differential Privacy 

Differential privacy is an anonymization technique which is 

very suitable for big data as it does not allow the degradation 

of system's speed. In addition, it is very hard for an attacker 

to deduce the presence or absence of an individual. 

Furthermore, when two different data sets produce almost 

the same output, then the opponent is unable to determine the 

real targeted data set [29], [30]. When the amount of data 

becomes important, the differential privacy becomes less 

efficient since the original data could be estimated from the 

perturbed data [30]. Figure 4 illustrates the required process 

in order to achieve differential privacy. 
 

 
Figure 4. Achieving differential privacy [30] 

As shown in Figure 4, differential privacy is achieved by 

making a curator between the database and the user/analyst. 

Once the user or analyst makes a request, it is received by 

the curator that accesses the impact of privacy through 

calculating the sensitivity of information, after that, the 

curator sends the request to the database and waits to receive 

the clean response [30].  

One of the strengths of using differential privacy is 

highlighted when the data sets are delivered to authorized 

third parties in order to reply to a particular request instead 

of releasing a single data set. Therefore, Differential Privacy 

technique ensures privacy by adding noise to the output of a 

given function, and consequently an adversary cannot deduce 

if a specific record is involved in the data set [31]. However, 

Differential Privacy technique has some weaknesses, for 

instance, when making numerous requests; an attacker could 

be able to identify a particular individual through two or 

more answers [14]. Besides, the technique is not efficient for 

privacy preserving when processing a data set including 

highly correlated attributes [32]. The ability to generate the 

right quantity of noise to be added to the output is considered 

as a challenging issue when using Differential Privacy 

technique [14]. 

6.4. Substitution 

Substitution is an anonymization technique which consists of 

substituting the values into a data set in a random way or 

even through a list of data similar to the original data set 

values [34], [35]. The substituted values can be selected 

either from a given pseudonymization list containing 

falsified values [18]. Substitution is highly adequate when 

the anonymization intends to preserve the appearance and the 

feel of current data [35]. However, preparing a considerable 

amount of substitutable information to be accessible for 

every substitution is a challenging task. For instance, to 

sanitize names, a fairly extensive random list of names must 

be prepared; and to sanitize the phone numbers, a huge list of 

fake phone numbers is needed; nevertheless, the capacity to 

produce an invalid data is very difficult [33]. 

The integrity in substitution technique seems to be preserved; 

but the original table remains inaccessible. However, an 

efficient substitution requires a list whose size is equal to or 

larger than the size of data requiring substitution. So, if the 

data set contains a huge amount of data without having 

enough substitutable data, then, the substitution technique 

will not be the best technique for anonymization. 
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6.5. Shuffling or Data Swapping 

Shuffling or data swapping technique is similar to 

substitution technique but the anonymized data is derived 

from the column itself. It randomly rearranges values inside 

one data set’s column while maintaining the order in the 

other columns [18]. Shuffling technique is useful when it is 

essential to keep the aggregated values in their original form. 

Moreover, it could process columns with a single constraint 

[35]. The data migrates between lines until there is no 

possible correlation in the data available in the data set. 

However, there is a risk when using the shuffling technique 

since the source data still exists. So, an adversary with some 

significant information can deduce the original data. Another 

problem is the selection of the algorithm used to shuffle the 

data; at that time, the data may be simply unshuffled if the 

adversary could deduce the shuffling algorithm. For instance, 

if the shuffling algorithm works by swapping the data 

existing in a column between every two lines, then, the 

interested party would not make a big effort to get a backup 

of the original data set. It is true that shuffling is quick; 

however, a high attention should be paid when using a 

modern and advanced algorithm to randomize the lines in the 

data set [33]. In fact, it is more secure to apply shuffling on 

huge data set because tracing the original values is harder 

[18]. Although shuffling technique preserves the data 

integrity, it may be insufficient especially when the amount 

of records in the data set is tiny. 

6.6. Blurify 

Blurify technique gives the opportunity to dissemble the data 

in a reasonable way. It involves modifying each value in a 

column by a particular variance which represents a random 

percentage of the original value [18]. Blurify technique 

considerably changes the data in order to make it untraceable 

by any adversary. For instance, a salary details column could 

have a random variance of ±10%. Certain values might be 

higher; some of them lower, however all the values would 

not be too far away from their original range [33]. Blurify 

technique is also called “The Number and Variance” 

technique in some literature researches; besides, it is 

generally useful on numeric or date data [35]. For example, 

financial data like salaries are increased or decreased 

randomly for a particular variance percentage [18], and birth 

dates data could be used through an arbitrary range of ±120 

days. Actually, this range conceals the personally identifiable 

information, whereas the distribution is still preserved [33]. 

6.7. Nulling out 

Nulling out is an anonymization technique that deletes the 

sensitive data contained in the data set by removing the 

whole corresponding column and replacing it with NULL 

values [35]. Nulling out technique cannot usually be 

employed on non nullable columns of the data set [18]. In 

general, the test teams require a non nullable data for their 

processing. Although, this technique is simple, it is not much 

desirable and it may not be appropriate if an assessment has 

to be conducted on the data [33], [35]. For instance, it would 

be impossible to query accounts of customers if vital 

information like names and other customer details are null 

values. Nulling out could also be called as truncating data 

technique, and it is helpful in some situations where the data 

is not very important [33]. 

6.8. Character masking 

Character masking technique is similar to Nulling out 

technique; it changes the initial value with a special constant 

character [18]; and it changes certain fields by using a mask 

character. This technique strongly hides the contents of the 

data while maintaining the same format and reports [33]. For 

example, a credit card number could be viewed such as: 

4346 6454 0020 5379 and after applying the masking, the 

information would appear like: 4346 XXXX XXXX 5379. 

The Character masking technique efficiently eliminates a 

great part of the sensitive content of the record while 

conserving the appearance and feel. Thus, much care has to 

be provided to make sure that a sufficient amount of data is 

masked in order to insure privacy. An operation of masking 

like: XXXX XXXXXXXX 5379 would remove much 

information about the credit card number; thus, character 

masking technique would be a strong and rapid technique 

when dealing with a data in a particular and unchanging 

format [33]. If many appropriate cases should be treated, 

then character masking could be slow, very difficult to 

manage and could possibly leave some data without being 

masked. 
 

7. Solutions and Recommendations 
 

In order to ensure privacy in big data, many anonymization 

techniques were presented in this paper including 

generalization and randomization ones. However, choosing 

an anonymization technique instead of another one is a 

challenging issue. In the following, numerous cases are cited: 

• If the used data set contains only QI attributes; then, the 

most adequate technique is k-anonymity based on 

generalization or suppression or even both of them. 

Besides the more the threshold k of k-anonymity is high 

the more the technique is powerful. 

• If the data set includes only sensitive attributes; then, l-

diversity technique is suggested among other 

anonymization techniques. However, since l-diversity 

technique cannot resist against similarity attack, t-

closeness technique must be involved in the 

anonymization process. 

• When the handled data is qualitative; the use of 

generalization techniques is advisable since they do not 

remove the data from the original data set. 

• Since the encryption increases the size of data, the 

system’s speed is degraded; thus, the employment of 

non-cryptographic techniques is appropriate when the 

speed of anonymization is a priority for the user. 

• When the manipulated data is quantitative; it would be 

recommended to use a randomization technique since this 

type of data involves removing or aggregating variables. 

• Anonymization techniques such as Nulling out and 

Character masking may be favored when the data set 

contains a trivial or powerless content. 

• Differential privacy would be the most suggested 

technique when the data set contains secret information 

which needs to be disrupted by adding a particular noise 

to the data. 

• When it is necessary to save a copy of the original data 

set; then the most suitable techniques to use are t-

closeness, permutation, differential privacy and shuffling. 
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• If the data set includes both QI and sensitive attributes; 

then, the combination of k-anonymity, l-diversity and t-

closeness techniques would be useful and will make a 

balance between privacy and data utility. 

8. Conclusions  
 

In this paper, we made a classification of different 

anonymization techniques ensuring privacy in big data. All 

the techniques belong to non-cryptographic category which 

is divided into two main approaches including generalization 

and randomization. The generalization is considered as the 

most appropriate approach to ensure privacy in big data. 

Three main anonymization techniques belonging to this 

approach (k-anonymity, l-diversity and t-closeness) were 

discussed and evaluated since they treat both Quasi-Identifier 

and sensitive attributes. Besides, the combination of these 

three techniques makes a balance between ensuring privacy 

and preserving data utility. According to the proposed 

classification, it seems clear that generalization approach is 

preferred when dealing with qualitative data, while 

randomization is generally a better choice when processing 

quantitative one. As a future work, we plan to elaborate a 

hybrid anonymization technique, which consist of applying l-

diversity technique on highly correlated attributes only 

because it will preserve the data utility gained from the 

strong relationship between attributes. Besides, l-diversity 

technique will ensure data privacy. In addition to l-diversity, 

the utilization of t-closeness principle will be interesting 

since it can resist against similarity attack especially when 

treating categorical sensitive attributes. 
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