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Abstract:Within the development of network multimedia Multicast communication is based on a multicase tfer

technology, more and more real-time multimedia @pfibns arrive
with the need to transmit information
communication. Multicast IP routing is an importéopic, covering
both theoretical and practical interest in différeetworks layers.
In network layer, there are several multicast mgifprotocols using
multicast routing trees different in the literaturowever PIM-SM

data routing; multicast routing protocols are buging two

using mulsta kinds of multicast trees: Source Based Tree SBT<aded

Core-Based Tree CBT. With Source Based Tree, ar@epa
tree is built for each source. With a shared Coasdsl Tree,
one tree is built for the entire group and sharetrag all

and CBT protocols remain the most used multicast irrgut senders; core based trees have a significant aparin

protocols; they propose to use a shared Core-basedCBT. This
kind of tree provides efficient management of nwalst path in
changing group memberships, scalability and perdowe. The
main problem concerning the construction of a dhdree is to
determine the best position of the core. QoS-CSdblpm (QoS
constraints core Selection) consists in choosingpimal multicast
router in the network as core of the Shared mugtidaee (CBT),
within specified associated QoS constraints. Theiceh of this
specific router, called RP in PIM-SM protocol andecdn CBT
protocol, affects the structure of multicast rogtiree, and
therefore influences performances of both multiceession and
routing scheme. QoS-CS is an NP complete problerohwineeds to

terms of routing resources more than source-bases tin
that only one routing table entry is needed forgtamup [2].
PIM-SM [3] and CBT [4] protocols are multicast ring
protocols based in shared Core-Based multicast Toee
forward multicast packets. Construction of thiadkiof tree
requires the selection of a center router calledntzvous
point* RP in PIM-SM [3] protocol and Core in CBT][4
protocol; With the proliferation of existing multedia group
applications, the construction of Shared multicaste
satisfying the quality of service (Qo0S) requirensens
becoming a problem of prime importance.

be solved through a heuristic algorithm: in thipgra we propose a Find out an optimal router as a core with Qos guae is

new core Selection algorithm based on Variable Msighood
Search algorithm and a new CMP fitness functiormuEation
results show that good performance is achieved utticast cost,
end-to-end delay, tree construction delay and sthretrics.

Keywords: Core, QoS-VNS-CS, QoS, PIM-SM, CBT, Multicast

routing, QoS-CS

1. Introduction

Many distributed real-time applications, such adiauand
video-conferencing, collaborative  environments

distributed interactive simulation require simubanos
communication between groups of computers withityuaf
service (QoS) guarantee; these applications invalgeurce
in sending messages to a selected group of rese@tassic
unicast and broadcast network communication
optimal; therefore, Deering[1] proposed a technicaiéed IP
multicast routing for one-to-multiple and multiples
multiple communication, which entrusts the task dafta
duplication to the network: applications can send copy of

known by QoS Constraints Core selection Problenhis T
problem is known to be an NP complete problem [3],
[6], which needs to be solved with a heuristic alfm.
Current implementations of the PIM-SM [3] and CB4] |
protocols decide on the Core router administragivigl],
based only in priority and IP address of each aatdi This
leads to high cost, high delay, and high congestigynthe
many, directly impact tree structure and perforneaatthe
routing scheme of multicast.

In this paper, we introduce newQoS constraints Core
an&election Algorithm Qo0S-VNS-CS that can improve the

delay and delay variation constraint in a multitegushared
Core-Based Tree. In this work we adopted a hewris
search algorithm [7] named Variable Neighborhoodr&e
VNS [8].

is ndthis paper is organized as follows. In the nextisac we

describe the core selection problem. Section ZFisttd to
the description of a mathematical modeling of csetection
problem. Section 4 presents the state of resedrtteacore
selection problem in the literature. Section 5 dbss the

each packet and address it to the group of involvgifoposed QoS-VNS-CS algorithm for the core selectio

computers; the network takes care of message datiplicto
the receivers of the group.
Multicast technology has become a research hot§potup

problem. Simulation results are reported in Sectén
Finally, Section 7 provides concluding remarks.

communications on Internet are increasingly pewmeasi 2. Background

parallel to the wider acceptance of group commuitina
applications over the Internet. Multicast IP is antbwidth
conserving technology that reduces traffic in thework,
and by the many, the bandwidth consumption.

The main role of a multicast routing protocol catsiin
managing multicast groups and routing multicast Sagss
through constructed optimal multicast tree in orttereach
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all group nodes, which facilitates the operatiomuflticast
packet duplication. Constructing an optimal
multicast tree covering all
(receivers and sources) at the same time is knowthé
minimum Steiner tree problem (MST) [9]; this prahblas
NP complete [2], [6], [10], since it seeks to findow-cost
tree spanning all members of the group at a time
minimizing cost and transmission delay. Becausethaf
difficulties in obtaining SMT, especially in largeraphs
such as Internet Network, it is often estimatedeptable to
use other optimal trees to replace SMTs througlewgistic
algorithm. Multicast routing protocols are classifiin many
categories [11], we mention in this work the masted and
implemented two categories [12]: Source Based Bigé
and shared Core-Based Tree CBT.
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problems: the first is center selection problem #edsecond

uniqués routing problem. PIM-SM [3] (and CBT [4]) useerf
multicast groups menmsbercenter selection a special router called Bootstrapter

(BSR) defined in RFC 5059 [19], which notifies a& s
candidate cores. Every node uses a Hash functiomafo to
one core, according to the address of the group; htthsh
Hyinction is based on router priority and his IP radd. Both
of these parameters do not guarantee the seleoficam
optimal core with any delay and delay variation rgnéies.
This leads to high cost, high delay, and high cstiga. This
problem first proposed by G. N. Rouskas and |. Beld®],
is an NP complete problem[2], [6], [10], which nedd be
solved through a heuristic algorithm.

In this paper, we propose a new Core Selection ilgo
Q0S-VNS-CS based on a “Variable Neighborhood Séarch

Source based tree SBT or Shortest Path Tree SPTMBS algorithm has already been applied successfidly

composed of the shortest paths between the sosrceoh
and each receivers of multicast group. The mairvatons
behind using a source based tree SBT are the sityptif
building in a distributed manner using only the casit
routing information [13], [14],
transmission delay between source and each recggyer

resolve a wide variety of NP-hard problems[20]-[24]
select a global optimal solution using several hieighoods
structures systematically, but not yet in Core cala

problem with QoS guarantee. QO0S-VNS-CS can

and optimization of simultaneously minimize the delay, delay variataond cost

of the multicast tree. It attempts to find the b@ste using a

The main drawbacks of SBT are: additional costs fditness function.

maintaining SBT trees, and the number of statementse
stored in the nodes. Complexity is O(S * G) (Shis humber
of sources and G is the number of groups) [6]. Sthertest
path tree SPT is used by several multicast roytiregocols
such as DVMRP [15], MOSPF [16], and PIM-DM [17].
Generally, Source-Based Trees are mostly suitaiplerhall-
scale, local-area applications. The main motivafmmtheir
use is delay optimization during multicast forwagli They
are not adapted to sparse mode situation becaugbeof
additional overhead of tree maintenance; this deimdan
overhead in terms of total reduction of the traffitso the
scalability of source-based protocols tends to aldafion in
terms of network resource consumption [6].

Shared tree can be constructed using a sharedtrearelt
requires the selection of a central router callRdridezvous
point" RP in PIM-SM [3] protocol and “Core” in CBH]
protocol.

Shared core trees are more appropriate when there
multiple sources in the multicast group. Under #pgproach,
Shared trees separate the concept of source framotthe
tree root. One node in the network is chosen asémer,
and the sources forward messages to the centez. SET
tree, a shortest path multicast tree is construdieted at the
selected Core, offering better flexibility and exdibility.
Also only routers on the tree need to maintain rimi@tion
related to group members. It gives good performaince
terms of the quantity of state information to berstl in the
routers and the entire cost of routing tree [15]H1

Joining and leaving a group member is achievesi@ttplin
a hop-to-hop way along the shortest path from theall
router to core router resulting in less control rread,
efficient management of multicast path in changgrgup
memberships, scalability and performance [1], [18].
Several multicast routing protocols in the literatuuse
Shared Core-Based Tree: Protocol Independent Mstiing-

3. Mathematical Modeling

In this section, we describe network topology Mathécal
Modeling and cost function used to evaluate ountgmh.
Many cost functions are a heady proposed in tleealitire
[25] and compared in many works [12]
A computer network is modeled as a simple direaed
connected grap@i = (N, E), where N is a finite set of nodes
anck is the set of edges (or links) connecting the sotlet
|[N| be the number of network nodes did the number of
network links. An edgee Econnecting two adjacent nodes
u e N andv e N will be denoted by (u, v), the fact that the
graph is directional, implies the existence ofr&k le(u, v)
betweervandu. Each edge is associated to two positive real
values: a cost functiorf (e) = C(e(u,v)) represents link
utilization (may be either monetary cost or any suea of
gesource utilization), and a delay functiod(e) =
D(e(u,v)) represents the delay that the packet experiences
through passing that link including switching, quney
transmission and propagation delays. We assoaisiteach
path  P(vy,v,) = (e(vo,vl),e(vl,vz), ....,e(vn_l,vn))in
the network two metrics:
n-1
C(P@o ) = Y C(e:,viin) (1

0
And
D(P(o,v) = ) D(e;,v:) @)

A multicast tre&,, (S, C, D) is a sub-graph of spanning the
set of sourcesnodec N and the set of destination nodes
D c N with a selected coré.Let|S| be the number of

Sparse mode PIM-SM [3] and Core-Based Tree (CBT) [4”:}"“(':"?15t c(ijesti.nati.on ngdes andD| is the number
With an advantage for PIM-SM, which provides the'multicast destination nodes.

advantage to use both CBT tree [4] as default andce
based tree when a customer request.

In Protocols using Core-based tree, all sources meed to
transmit themulticast information to the selectaecvia

Current implementation of PIM-SM [3] and CBT [4] unicast routing, then itwill be forwarded to allcedvers in

protocols divides the tree construction problero imto sub-

the shared tree.In order to model the existencahese
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twoparts separated by core, we use both followisgemd
delayfunctions:

C(Ty(S,C, D)) = ZC(P(S, Q) + Z c(P(C,d) (3)

s€eS deD

And

D(Ty(S, C, D)) = Z D(P(s,0))

S€eS

+ Y p(PED) (@)

deD

We also introduce a Delay Variation (7) functiorfided as
the difference between the Maximum (5) and Minim(6n
end-to-end delays along the multicast tree fromsth&ce to
all destination nodes and is calculated as follows:
Maxp,qy = Max(D(Tu(S,C,D))(5)
MinDelay = Min(D (TM (S' C; D))(6)
DelayVariation = Maxpeqy — Minpeq,(7)

Consequently, based upon the above definition, avenow
state mathematically the multicasting routing peoblin our
paper as: for a given weighted gré&pk (N, E), including a
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group with a cost function guarantee to the Cceeattvely
selected, with this set of algorithms is hard targmtee QoS
for all group members.

Shields and Garcia-Luna-Aceves[26] have propose®TC
to avoid looping problem, present in the initialsim of
CBT [4]. Theoretically, Optimal Center-Based Tre€EY
[26] selection algorithm is the best. It considaisiodes as a
list of candidates’ cores: From this list, the besde is
selected. But practically, this process requiresremo
processing time because it is required to calculseactual
cost of the tree rooted at each node in the neteack time,
and pick the one which gives the lowest cost. Sewather
algorithms which operate on all nodes in the nekwoas
OCBT [26] with change of the loss function; wasgwsed
by Wall [27], especially Maximum-Centered Tree (MCT
Average-Centered Tree (ACT) and Diameter-Centenegt T
(DCT). To reduce the area of research and the érecu
time, Minimum Shortest Path Tree (MSPT) is suggkste
This approach requires calculating the actual cémtghe
trees rooted at each group member, and choosesethber
with the lowest cost.

Topology-Based Algorithm [10] uses the domain togy!
and sub-graph constructed from the multicast gtougelect
a single core closest to topology center. This ctiele
method requires knowledge of more information than
random selection method; this information shouldckjy

set of multicast sources nodec N, a destination node set include characteristics that was not altered. élésted cores
DS N, a and Bconstant, the problem consist in finding &Y this algorithm for all multicast groups are soged to be

core router to construct multicast

Ty (S, C,D):

an optimal

Min C(Ty(S, C,D))
Delay < a
DelayVariation < B

(8)

4. Literature Review

treth the proximity of the center of network. Therefpithe

multicast traffic will converge at this region atite increase

of multicast groups will cause overload at corespdlogy-
Based Algorithm will use an excessive number ofasotb
calculate optimal core: the execution time becomes
important, especially in a large topology intersech as.
Time complexity is equal tO(N).

To reduce the search area used by the TopologydBase
Algorithm, and select a distributed cores for alllticast

Bootstrap RP [19] was added to PIM version 2 [3]aas groups in the network domain, [10] proposed groapell

standard mechanism for dynamic allocation of a Rewdus
Point RP, In Bootstrap RP [19] mechanism, the Revoigs

algorithm: it takes as parameter location inforamatof all
group multicast members (recipients and sourceayldition

Point RP selection based on a list of candidatgersu to information about the network topology, whichkes it

according to the priority of each one. Bootstrap uREs for
center selection a special router called Bootstoaper BSR,

more complex and requires more information. Unltke
topology-based algorithm which selects a core lfier éntire

which notifies a set of candidate RPs. BSR rousestHash network, group-based algorithm selects a core fache
function to select one Rendezvous Point RP; thiShhagroup; the core selected is close to the group reesnibhus
function is based on router priority declared bychea avoiding convergence of traffic, this selectionqass needs
Rendezvous Points candidates and his IP address. T4 list of all multicast group members and its tiooenplexity

method of selection does not assume selecting roeser
location and does not take into account the distidm of
multicast group members, which affects the perforceaof
the multicast session.

There are several others proposals,
mechanisms for core selection problem in the litema A
variety of these algorithms are compared in [11inokg

is equal t@(D). Group-based algorithm[10] is more
efficient when the multicast group is located ire thame
topological area, the practical implementation dfist
algorithm depends not only on the availability mfiormation

algorithms  a@#out the multicast group members and their lonatidut

also requires an effective and reliable mechaniemttie
core migration to other cores during a change o th

proposed selection algorithms, we find the Randomulticast group members distribution.
Selection, in which, the center is chosen randantpng the  Tournament-based algorithm proposed by Shukla, Boye
network. It is comparable to selecting the firstiree or the and Klinke [18] executes a Distributed tournameetwieen

initiator of the multicast group, as proposed iMPBM [3]
and CBT [4] protocaols.

4.1 Core selection based on the QoS constraints

nodes to determine a center. This tournament-based
algorithm needs a list of all sources and membersaah
source and receivers group. Algorithm executiontstaith
matching sources with group members in declinirdgpiof

Some Proposed algorithms select Core on the bdsis 9P-count metric. If the number of sources and nemis

basicheuristics and do not consider QoS constraifis
kind of Core selection can provide every memberthaf

odd, the remaining nodes are matched randomly wiheer
of each pair is determined by finding the node e t
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proximity to the middle of the shortest path cortimer the

pair. Algorithm execution finishes when one winnemains.

Tournament-based algorithm involves cooperatiorween

nodes, and requires knowledge of the network tapolo
Finding middle of path between each pair requires

exchange of route tracing messages and @&{8s%) as

complexity time.

Tabu Search algorithm for RP selection (TRPSA) [38h

distributed core selection algorithm based on dyioareta-

heuristic Tabu Search TS algorithms proposed fingt

Glover [29] to solve combinatorial optimization ptems in

PIM-SM protocol [3]. TRPSA [28] tries to find a lac

solution after a certain finite number of iterasoby using

memory structures that describe the visited satstiorhe

basic idea of the TRPSA [28] algorithm is to mdnk best
local solution obtained in order to prevent theesgsh

process to return back to the same solution in esuEnt

iterations using a data structure to store thetiswis already
visited, this structure is called tabu list. Howewbe method
requires a better definition of stopping critereomd effective
management of the tabu list, since the choice o@pEhg

criterion and tabu list size is critical and infloes the
performance of the algorithm. According to [26], FRA

ha® (|E| + (|E| + (IS| + |D]) * N?) complexity.

We cite also our proposed algorithms VNS-RP [30WD#
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0(dn®)where d is the number of destination nodes and n is
the total number of nodes in the computer network.

KIM et.al [35] has proposed another efficient cesdection
algorithm based also on CBT like DDVCA [6] to buid
aore based multicast tree under delay and delagtiar
bound. First, AKBC [35] finds a set of candidateecoodes
that have the same associated multicast delaytiaridor
each destination node. Then, it selects a fina code from
this set of candidate core nodes that has the ramim
potential delay-variation. AKBC [35] algorithm instigates
candidate nodes to select the better node withstrae
complexity as DDVCA [6] i.e0(dn?).

All these algorithms (DDVCA [6], DVMA [5] and AKBC
[35]) are only applied in the symmetric network earment
that has no direction. To overcome this limitatidinn, Kim
and Choo[36] proposed AKC (Ahn Kim Choo) to build a
multicast tree with low delay-variation in a retiisnetwork
environment that has two-way directions. This atbon
works efficiently in the asymmetric network withetlsame
complexity as DDVCA [6] i.e0(dn?).

Sahoo and. al [37] proposed TRPSA Algorithm based o
dynamic meta-heuristic Tabu Search TS algorithms,
proposed first by Glover [29], to solve combinaabri
optimization problems. Tabu Search algorithm foP R
selection (TRPSA) [37] is a distributed core satett

CS [31] and GRAS-RP [32] based in VNS [8], VND [33]algorithm to find a local solution after a certéimte number

and GRAS [34] heuristics successively.
4.2 Coreselection based on QoS constraints

There are also many well-known approaches to selee
router satisfying QoS constraints.

Delay Variation Multicast Algorithm (DVMA) was prased
by G. N Rouskas, |. Baldine[5] to resolve the Debayd
Delay Variation Bounded Multicasting Network (DVBNIN
problem. DVMA [5] tries to find a sub-network givea
source and a set of destinations that satisfies Q&
(Quality of Service) requirements on the maximuniage

of iterations by using memory structures that dbscthe
visited solutions. The basic idea of the TRPSA §Bygrithm
is to mark the best local solution obtained in ortdeprevent
the research process to return back to the sanuicsolin

subsequent iterations using a data structure toe stioe
solutions already visited, this structure is caltadhu list.
However, the method requires a better definitiostopping
criterion and effective management of the taby $istce the
choice of stopping criterion and tabu list sizeciigical and
influences the algorithm performances. According[3@],

TRPSA had(|E| + (|E| + (S| + |D]) * N?) complexity.

from the source to any of the destinations and lm tHowever, these algorithms DDVCA [6], DVMA [5] and

maximum inter-destination delay variance: it stasith a
source-based tree spanning some and not alwaysilitast
members satisfying the delay constraint only. Tliea
algorithm searches through the candidate pathsfy@atj the
delay and delay-variation constraints from a naetr
member node to any of the tree nodes. DVMA [5] st
classed in source-based tree then shared treét asslimes
that the complete topology is available at eachendche
computer simulation shows that the performance 6sMB
[5] is good in terms of multicast delay-variatidgtowever, it
shows a high complexit§o (kldn*)) wherek and! are the
number of paths satisfying the delay bound betvagntwo

AKBC [35]) select the best core node out of a skt o
candidate core nodes that have the same assodiataeg
variation. Therefore, these algorithms are restdiabnly to
selecting the best core node, which may not gemesat
optimal delay-variation-based multicast tree in ynaases.
Also TRSPA [35] doesn’t overcome this limitationchese it
just selects a local optimal node which may notegate an
optimal delay and delay-variation-based multicase tin all
topology networks.

The last core selection algorithm proposed by Baaidi El
Kettani[38] is D2V-VNS-RPS: this algorithm, propdsas
an extension to BootStrap RP in PIM-SM [3] protoaddes

nodes;|D| = d andN| = n represents number of multicastVNS algorithm with a simple cost function to seleste

receptors node and total number of nodes in theldgy
network respectively.

Delay and Delay Variation Constraint Algorithm (DIDY)
was proposed by Sheu and Chen [6] based on theB2med
Tree (CBT) [4]: the main objective of DDVCA [6]i® ffind
as much as possible core router spanning a multtcas
with a smaller multicast delay variation under thalticast
end-to-end delay constraint. To do that, DDVCA [t

router as Rendezvous Point RP; this functiors ttieselect
the best router in terms of delay and delay vanmtising
VNS algorithm to evaluate the solution after eatehaition.
Therefore, this algorithm is restricted only toesging the
best Rendezvous Point node whiteout caring in the
Rendezvous Point position, which may not generate a
optimal delay and delay-variation based multicast tin
many cases. To overcome this limitation, we propngais

calculates the delay of the least delay path frdme tWork a QoS-VNS-CS algorithm compatible with all €or

destination nodes to all the nodes. The node thatthe
minimum delay-variation is selected as the coreendd
comparison with the DVMA [5], DDVCA [6]
Algorithm shows a significant lower complexity i.e

Based Tree protocols using a MODE function [36] to
manage the core location.
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5. QoS VNS-CSAlgorithm + A global minimum solutionS is a local
minimum for all possible neighborhood

structures.

» For the core selection problem local minima to
all neighborhood structures is relatively close
and localized in the same place.

5.1 Basic variable neighbor hood sear ch algorithm

Contrary to all others kind of meta-heuristics lihea local
search methods, Miadenéviand Hansen [8] proposed An this section, we provide a detailed descriptiminthe

recent meta-heuristic Variable Neighborhood Sedrbls Variable Neighborhood Search algorithm for coreesbn

Algorithm based on the simple idea of a systemati : L9
neighborhood changing arbitrarily, which variessime, but Problem W!th delay and delay vanat.lon gl_Ja_rgn.teSQNS-
CS, and his three process phases: the initializgifocess,

usually with increasing cardinality, within a locakarch : L .
algorithm (Hill Climbing, Simulated annealing, taby). Stopping conditions phase and the shaking step.

VNS has been applied successfully to a wide vaétiP- 5.3 Fitness function

hard problems to select a global optimal solutinchsas the

travelling salesman problem [20], Job Shop Scheduli The goal of this paper is to propose an algorithhicty
Problems [21], the clustering problem [22], arc tiogr produces multicast trees with low cost, multicastag and
problems [20], and nurse rostering[23]. delay variation. The proposed algorithm consistsaafore
The use of more than one neighborhood providesrg venode selection as a first part of the multicaste tre
effective method that allows escaping from a lagatimum. construction. Core selection problem in multicastiting
In fact, it is often the case that the current soiy which is consist in finding an optimal best position of certeh that
a local optimum in one neighborhood, is no longdocal the tree cost, multicast delay and delay variatam be
optimum in a different neighborhood; thereforecén be optimal. These parameters must be optimized froin al
further improved using a simple descent approach. sources to each multicast member. Unlike the fiverk
As defined by Mladenoviand Hansen [8] and presented infD2V-VNS-RPS [38]) we introduce in this work the Nd&
figure 1, in the VNS paradigm, a finite set of rddgrhoods and fitness functions: MODE function [36] is usedknow
structured’, (k = 1, ..., k.o, )and an initial solution S are the location of core and a fitness function to meashe
generated, starting from this initial solution, a-cmlled potential cost, delay and delay variation, thisction is an
shaking step is performed by randomly selectinglation enhanced version of the CMP function [36], [37].

S’ from the first neighborhood, This is followed bypdying  The MODE function is presented in formula (9) and take
an iterative improvement local search algorithngés a S” 5 values: 1) if the candidate core is one sourtejflone
solution. If this solutiofS") improves the weight function destination node exist in the path between theidateicore
presented in formula (8) one starts with the firsknd one source, IlI) if one source exist in thehpagtween
neighborhood of this new solutig’ « S"); otherwise one the candidate core and one destination node, IW)aifd 111,
proceeds with the next neighborhood. This procedsre and V) otherwise, wheree S is a source nodele D is a

repeated as long as a neighborhood structure alkmes destination node ang,;, (u, v)is the least delay path from
iteration. node u to v.

(1 fcore = s VseS
Il if3deD\ de€Py(s,C) VseS
MODE (C) = {1l if 3s€S\ s € Ppn(d,C) Vd e D (9)

v if Il and I1I
vV otherwise

[ Initial Salution |

I Meighborhood strociures I

The fithess Function is presented in formula (Mhere
max® = max{D(Ppnin(C,d))} | de D\ {d" e M |

Ad* € Ppin(s,C) VseS V 3Ise Py, (d*,C0)}}
:;Tt";’;: — And min* = min{D (Pmin(C, d))} |de D\{d" e M |
Ad* € Ppyin(s,C) VseS V. 3sePyin(d’,0)}}

Mo topping
ondition W

Figure 1.QoS-VNS-CS algorithm execution

I Shaking I

I Local search ]

Z D(s,C) + max* — min*

5.2 A variable neighborhood descent for core selection Ses

problem 3 if MODE (c) = 11 or Il or IV (10)
The main motivation behind the use of the VNS dearc

algorithm to solve core selection problem is the max{D(Ppin (C,d))} — min{ D(Pp;n(C,d))}
several neighborhoods to explore different neighbod Vde M Otherwise

structures systematically. Our goal is to breakyaWam a ¢ 4 |nitial solution
local minima, this use is based on three facts:
« If node N, is a local minimum for one The first step of variable neighborhood searcloigefine an
neighborhood structurd/, is not necessary so jnjtial solution. Many methods can be used to gateethis
with another on,. solution; the simplest is to select randomly ondenin the
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network as initial solution. There are other methtitat try
to reduce the selection area and generate anl isitiation
from an ordered set of multicast group membersthia
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1for(l < 0; i< max__ iterations; i++)
2Solution— Greedy Randomized Construction(Seed);
3Best_Solution- solution;

paper we use the selected node as a RP by thetdapots4Node[] == Neigboor(Solution);

Protocol as an initial solution.

Neighborhood structuresQoS-VNS-CS uses neighboesiode

concept to generate neighborhood structures: a modse

neighbor of another node v if an edge:, v)betweernu and

v exists. We propose to compute a neighborhoodtsteid\j

through the following formula (with neighbesi( a set of
neighbor nodes f):

Ny(S) = {nelghbor(S) if j=1

x € Ni_1(8) Ny (x) else

5.5 Shaking

From an initial solutionS, the shaking function iearand
explore a new parts of the search space in randamen. It
chose other solution S'from the k*neighborhood

structurév, (S). For this reason, Neighborhood structures are
in such a way that VNS algorithm explores
increasingly further away frosi. After exploring search

ranked

space thoroughly with a local search algorithm,ltést local
solution, S" is compared witl§. If S" is better thas, it

replaces (S « S")and the algorithm starts all over again
incremented and algorithm
continues from shaking phase with next neighborhood

with k = 1. Otherwise, kis

structure. This function of shaking is terminateftera all
neighborhood structures are exhausted. The re$utach

Shake S’ is used as the starting point for the next Local

Search.

5.6 Local search phase

In recent years, several local search algorithmse Hzeen
proposed; they proceed from an initial solut§Srgenerated
randomly from a neighborhood structure and traysnit an

optimum local solutionS” by a sequence of local changes

and an iterative fashion by successively replatiregcurrent
solution by a better solution in the neighborhoddtlme
current solution, which improve each time the vabfiehe
objective function.

The QO0S-VNS-CS is independent of the local search

algorithm used; it can work with hill climbing, guéve
multi-start, variable depth search, simulated almgaTabu
search (TS), GRASP and others such as genetidsearc
In this paper we adapt the GRASP-RP algorithm [824ct
as a local search algorithm. First proposed by Bed
Resende, the basic idea of this meta-heuristicpresented
in Algorithm 1, is to create a new solution itevaty from an
initial solution generated by Qo0S-VNS-CS, indeperidef
previous ones, where each iteration consists of ihases:
first one is a construction phase using a randaingreedy
algorithm, the second phase is a local search phetspist
on neighbor node set, which improves eachtime #heevof
the cost function defined in formula (6).

The construction phase is a non-deterministic padees to
diversify the search and to produce a feasibletieoluhat is
used as the starting point for local search. Thi& phase
leads to the creation of a restricted candidate (RCL)
formed by the best starting solutions.

Algorithm 1: GRASP Pseudo code

GRAS(max__ iterations)

5for(inti=0; | Node.legth(), i++)
BestSolutiom—min(opt_F(Node[i]),opt_F(Best
Solution));

7end;

8return Best Solution;

end GRAS.

5.7 QoS-VNS-CSalgorithm and pseudo code

In this section, a step by step Qo0S-VNS-CS-seaadedh
algorithm for Core selection problem is presentddp we
present a pseudo code in Algorithm 2.

Step 1: Declaration of provided information according
to the network graph.

Step 2: Set  maximum iteration number of VNS,
maximum number of iteration of stable solution,
maximum iteration number of local search
method...

Step 3: Select initial solutios.

Step 4: Choose theK,., scalar, select the set of
neighborhood structurig, fork = 1,--- , Ky ax,
that will be used in the search; choose a stopping
condition.

Step 5: Shaking phase: Take at random a solutfon

fromNk(S).

Local search phase: execute a local search

algorithm, such as tabu search [29], GRASP [34]

..., to produce a local optimal solution S.

Check if objective function value of soluti&Y

is less than objective function value of solution

S, then move t&"” solution and continue the

search witilNg (K « 1) from step 4; otherwise,

setK « K+ 1 and also continue the search from

step 4;

Step 8: Output the best solution core selected.

Step 9: Waiting for a recovery event

Step 6:

Step 7:

Algorithm 2: QoS-VNS-CS Pseudo code

Input:i=0

Input: totallt= 0

/*number of iteration of stable solution */

Input: maxItWithoutimprovement

Input: initialSolution

Input: Solutionsheking

Input: Solutionlocal
1Best_Solution-initial_Solution;

2 while<maxItWithoutl mprovement& & total lt< max it
do

3  lastCost fithessFunction(Best_Solutionk «— O ;
4 whilecurrent it < max it & &k <kguxdo
5 iftotallt> max it then
6 break ;
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7 end

8 getNk(s) ;

9 Solutionsheking «— getRandomNKk(s) ;

10  Solutionlocal«<—local SearchMethod(Sol utionsheking);
11 iffitnessFunction(Solutio local)

>fitnessFunctionFunctions(s)

then

12 ke— k+1;

13 else

14 s+« Solution local;

15 k «0;

16 end

17 totallt« totallt+ 1;

18 currentit «currentit+ 1;
19 end

20 iflastSCost>fitnessFunction(s)) then
21 i —0;

22 else

23 i —i+ 1;

24 endif

25 end while

26 returrs;

27 end

5.8 Complexity study

The complexity of QOS-VNS-CS algorithm is explairied
by line in the following. Line 3 is initializatioistatement.
Their complexity i99(1). Line 2 and 4 are a judgment
statements of the while loop, and its complexity {4).
Line 3 is initialization statement. Their complegxis 0(1).
Lines 5 - 7 are judgmentstatements and their coxitple
is0(1). Line 8 generate the kth neighborhood structuhes,
complexity isO(|neighborhoodstructures| * k, the average
value of [neighborhoodstructures| is (2|E|/|N), then the
total complexity iO((2|E|/IN]Dk) < O(|E|). Line 9 select
randomly one solution from, (S), their complexity isO(1).
Like 10 is affectation statement their complexisOi1).
Line 11 computes and compare weight function areir th
complexity isO(|S| + |D])). Lines 12 - 19 correspond to
assignment, their complexity @&(1). Then the complexity
isO(IN|(0(1) + O(JE]) + 0(1) + O(lIS| + ID]) +

0(1)) = 0(3IN| + IN||E| + [N|(IS| + ID])). Line 26 is a
return statement, and its complexity0iél). Therefore, the
complexity of the algorithm &(1) + 0(3|N| + |N||E| +
INI(IS| + |DD), that isO(3|N| + IN|IE| + IN|(IS| + [DD).

6. Simulation Results

In this section, we use simulation results to destrate the
effectiveness of the proposed algorithm descrilEle. To
study the performance of our selection algorithnBQUNS-
CS, we implement it in a simulation environment; uge the
network simulator NS2 [39]. The random graph getogra
GT-ITM [40] is used to generate a random differ&00
networks, and we adopt Waxman [41] as the grapheinod
Our simulation studies were performed with a 108srurhe
values ofa = 0.2 and B = 0.2 were used to generate
networks with an average degree between 3 and then
mathematical model of Waxman.
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To demonstrate the performance of this algorithno3Q
VNS-CS), we compare it with the following algoritem
including, Tabu RP selection (TRPS) [37], DDVCA ,[6]
AKC [36] and D2V-VNS-RPS[38].

The main objective of our algorithm is to reducdagieand
delay variation; therefore, we start the simulatieaults by
comparing these two metrics. And then, we compeze t
cost and construction tree delay.

End-To-End delay is the time delay from the sourcde to
the furthest receiver node in the multicast grdag=igure 2
the end-to-end Delay is plotted as a function ef mumber
of nodes in the network topology, for this we usepology
network with multicast groupmember's size is 10 #4he
overall network nodes. Simulation results show tQaiS-
VNS-CS is the best among all the algorithms on ayer
delay, it decreases more the end-to-end delay aasmnit
multicast packet, with D2V-VNS-RPS [38], TRPS [3{d
AKC [36] following it, and DDVCA [6] is the worst.

Q0S-VNS-CS —+—
D2V-VNS-APS -

TRPS -a--r
.J’,: DDVCA

260 -

240

220

200

180

Average Delay{ms)

160

140 |- #f

L L L
100 150 200
Number of Nodes in the Network

Figure 2.Comparison of Delay VS Network Size

Delay Variation is the difference between the finste of the
reception of a multicast packet by a receiver efittulticast
group and the last reception of the same multipasket by
another receiver of the multicast group. In Fig@reand
Figure 4 the Delay Variation is plotted as a fumectof the
number of nodes in the network topology with a ekt

group member's size are 10 % and 20% of the overall

network nodes respectively. Simulation results shbat
multicast trees build by our proposed algorithm ehaan
average multicast delay variation better than D2NSYRPS
[38], TRPS [37], AKC [36], and DDVCA [6]algorithmand
support more multicast members.

20

" QOS-VNS-CS —+—
D2V-VYNS-RPS o
TRPS - #t---

AKC i
DDVCA

=) o
T

Average Delay Variation{ms)

@
T

L L
100 150
Number of Nodes in the Network

L
50 200

Figure 3.Comparison of Delay Variation VS Network Size
with 10% nodes as destinations.
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>
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T

3
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L
100
Number of Nodes in the Network

s
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Figure 4.Comparison of Delay Variation VS Network Size
with 20% nodes as destinations.

Based on the cost function in the formula (3), Fg®
presents a comparison study of multicast tree Geserated
by each algorithm, in this simulation, we use aotogy
network with multicast group member's size as 10f%he

overall network nodes, the performance of DDVCA [6

selection is the worst, followed by AKC [36], TRPE] and
D2V-VNS-RPS [38], QO0S-VNS-CS shows
performances, and it has the minimal cost.

11000 T T
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Figure 5.Comparison of Multicast Tree Cost VS network
size

L
200

With a simulation topology generated containing 1086le
as group members, we compare construction treg.dEtes

metric is computed as the time required to buildednches
of the multicast tree after receiving all membgustaquests
sent by the receivers. Simulation results preseintdegure

6 shows that QoS-VNS-CS outperforms all othersrélyns

in construction tree delay constraints when mudticgroup
are widely localized.
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Figure 6.Comparison of Delay Tree Construction VS
network Size

1
(] 50

Figure 7 shows a study of scalability relative he humber
of supported group by each algorithm, the netwarded for
this study consist of a random network of 100 nadesbout
10 % of multicast group members (5 % of sources @R
of receivers), we note that all algorithms givemsaesults

1n small topology, but our algorithm is more scédatvhen
he number of groups is important.

Average Delay(ms)

12 3 45 6 7 8 9 10111213 14 1516 17 18 19 20
number of multicast group

Figure 7.Comparison of Delay VS number of multicast
group

Figure 8 shows a study of scalability relative he humber
of source supported by each algorithm, the netwaskesl for
this study consist of a random network of 100 nadesbout

10 % member of the multicast group and one multicas

group, our algorithm shows more scalability of nemiof
multicast sources supported, followed by the D2VS/N
RPS[38] algorithm, and in lastplace we find AKC]36
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