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Abstract: As the popularity of the internet computer continued to 

grow and become an indispensable in human life, the security of 

computer network has become an important issue in computer 

security field. The Intrusion Detection System (IDS) is a system 

used in computer security for network security. The feature 

selection stage of IDS is considered to be the most critical stage in 

IDS. This stage is very costly both in efforts and time. However, 

many machine learning approaches have been presented to improve 

this stage in order to improve the performance of an IDS. However, 

these approaches did not give desirable results with respect to the 

detection accuracy in the IDS. A novel technique is proposed in this 

paper combining the Information Gain and Ranker (IG+R) method 

as the feature selection strategy with Naïve Bayes (NB), Support 

Vector Machine (SVM) and K-Nearest Neighbor (KNN) as the 

classifiers. The performance of these IG+R-NB, IG+R-SVM, and 

IG+R-KNN was evaluated on NSLKDD dataset. The experimental 

results of our proposed method gave high accuracy and low false 

alarm rate. The results obtained was compared and benchmarked 

with existing works. The results of this paper outperformed the 

existing approaches in terms of the detection accuracy. 
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1. Introduction 
 

Internet has brought huge potential for business and has a 

profound impact on people’s live [1]. However, it poses lots 

of security concerns in terms of the risks and threats. 

Intrusion detection is a network security method for 

preventing, avoiding, and stopping an illicit access to a 

computer network[2]. Intrusion Detection Systems (IDS) 

perform a significance function in achieving a protected and 

secured network. The best way to measure the effectiveness 

of an IDS centered on how successful it is in maximizing its 

detection accuracy while minimizing the false alarm rate. 

Anomaly-based IDS have been an active area of research in 

IDS field simply because of their success in recognizing and 

unaware attacks. The best way to measures the effectiveness 

of an IDS centered on how successful it is in maximizing its 

detection accuracy while minimizing the false alarm rate. 

Anomaly-based IDS have been an active area of research in 

IDS simply because of their success in recognizing an 

unaware attacks[2]. 

In order to avert and avoid attacks on network, a Network 

Intrusion Detection System (NIDS) might subsist with 

machine learning classifiers to improve the accuracy and 

detection speed. The application of machine learning has 

additional merit that expert knowledge is not required as 

much as the white list or black list model[3]. 

The IDS system is categorized into two based on the 

detection. The anomaly detection and the signature detection, 

the formal detection compares  all behavior against the 

normal defined activity while the latter spot the traffic 

pattern as malicious and this requires an updated database for 

storing all the new attack signatures[4]. 

In the last decade, several efforts have been made by 

researchers in computer security field by using machine 

learning classifier for improving the IDS system. The 

researchers employed algorithms such as C4.5 [5], k-means 

clustering and Decision tree [6], average one dependence 

estimator[7], genetic algorithm[8], ID3 and random forest[9]. 

The detection accuracy and high false alarm rate are still 

major issues to address in IDS systems. Hence, this paper 

attempt to improve the detection accuracy and reduce the 

false alarm rate. 

This paper is divided into three sections. Section 1 is the 

introduction. Section 2 presents the related work. Section 3 

describes the methodology and section 4 shows the results 

and discussion. Section 5 concludes the paper. 

2. Related work 

Several approaches and methods have been reported in the 

literature for intrusion detection system. The approaches and 

techniques all used machine learning techniques. 

The authors [10]in proposed an approach for IDS through 

feature selection analysis and hybrid efficient model. The 

experimental result in this work was 99.81% accuracy and 

98.56% for the binary class and multiclass NSL-KDD 

datasets respectively. However, there are problems with low 

false negative rates and high false alarm rate. 

[11] presented a hybrid intelligent technique using grouping 

of classifiers. They use 2-class classification approach with 

10-fold cross validation technique to generate the final 

classification results with respect to intrusion or normal 

network. The experimental analysis was done on NSL-KDD 

dataset and results showed that the approach is efficient with 

high detection rate and low false alarm rate. 

The study [12] aims to use data mining method classification 

tree and support vector machines for intrusion detection. The 

experiment was performed on KDD CUP 99 data and the 

results obtained showed that the C4.5 algorithm 

outperformed the SVM in the network intrusion detection 

and false alarm rate.  

The [13] work is based on hybrid approach of GA and SVM 

for network intrusion detection systems. The proposed 

approach has the capacity to decrease the features of the 

dataset from 41 to 10. The features selected were distributed 

into three priorities based on GA where the highest 

significant placed in the first priority and the lowest 

significant in the third priority.  The features were distributed 

by placing four features in the first priority, another four in 

the second priority and two features in the third priority. The 

experimental results of the hybrid technique gave 0.973 

positive detection with false alarm rate of 0.017. 
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Another hybrid method was introduced by [14], they 

combine multiple classifiers for classifying normal and 

anomalous activities in the computer network. The C5.0 

Decision tree classifier was used to construct the misuse 

detection model and one-class SVM is used to implement the 

anomaly detection model. The collection of multiple 

classifiers helps to improve the performance. The 

experimental analysis was carried out on NSL-KDD dataset 

and the results findings showed that the overall performance 

of the method is improved in terms of low false alarm rate 

and detection rate when compared to the existing method. 
 

3. Methodology 
 

This section provides information on our proposed approach. 

The algorithms used and the architecture of our proposed 

system is presented in this section. The application of 

machine learning in IDS can be categorize into three[15]: 1) 

feature selection, 2) pre-processing and 3) model training. 

The first category is considered to be the most critical 

because raw network traffic data are transformed in this 

stage, a stage that is very costly both in time and effort. The 

2) category focused on the study of methods for feature 

selection in the dataset. And 3) deals with the performance of 

different classifiers for IDS in computer networks[16], [17], 

[18].   

In this study, we focused and placed more emphasis on 

category 1 that is considered to be the most critical stage. We 

optimized the features in the dataset by eliminating the 

irrelevant and redundant features vis-a-viz improving the 

performance of our classifiers. 
 

 3.1  Feature Selection 
 

Feature selection can be describe as eliminating the 

redundant and irrelevant attributes [19] from a dataset in 

order to optimize learning performance in terms of detection 

accuracy, false alarm and time to build the model. In respect 

of the selection approaches, feature selection can be of three 

types: filter, wrapper and embedded methods. The filter 

feature selection based on IG was employed in this paper. 

The block diagram of this study is shown in figure 1. 

    3.2  Information Gain 

Information Gain (IG) can be define as an entropy-based 

feature evaluation technique that is extensively used in 

machine learning field and measures how much information 

a feature gives facts in respect of the target class [19].IG 

measures how features are mixed up [20], [21] and also 

depends on information entropy which the attributes provide 

to the model [22].In classification system, each individual 

feature in a feature vector is in connection with IG [23].IG is 

used to find the quantity of information gotten for group 

prediction by ascertaining if a feature is absence or presence 

[24].The IG is obtained by counting the amount of each 

feature occurrences in each category[25]. In IDS, IG is used 

to measure and find the relevance of feature J in class K. The 

more the value of mutual information between classes K and 

feature J, the more the relevance between classes K and 

feature J[20]. 
 

I (K,J) = H (K) – H (K|J)          (1)  

 

 

Where H (K ) = -  log p(K ), the entropy of the 

class, and H(K|J) is the conditional entropy of  class given,  

feature H (K|J) =  -   log p(K|J).  

 
Figure 1. Block diagram of proposed IG+R-NB, IG+R-SVM 

and IG+R-KNN 
 

The IDS dataset has balanced class, the probability of class 

K for both Normal and attack classes is equal to 0.5. 

Accordingly, the entropy of classes H (K) is equal to 1. 

Consequently, the IG can be expressed as 

 I (K, J) = 1- H (K|J).          (2) 

3.2.1 Proposed IG+R-NB, IG+R-SVM, and IG+R-

KNN 

As feature selection in IDS is a crucial part, we employed 

IG, it uses an Attribute Evaluator that evaluates the attributes 

and a ranker to rank all the features in the dataset. The 

number of features select from feature vector was defined to 

be 18 out of 41 features with 1 class label for all the attack 

classes in the dataset. We removed the features one at a time 

with lower rank from the bottom of the ranking and observe 

the weight put by the ranker algorithm. The IG+R filter 

approach was carried out to eliminate both the redundant and 

irrelevant features in the NSLKDD dataset in order to 

improve the performance of the model. The 18 features 

filtered out with IG is performed on all the attack classes and 

Normal class as show in Table 1. 
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Table 1. Filtered features using IG and Ranker search 

method 

 

3.2.2 Naïve Bayes 

NB is a powerful and easy to build classifier, with no 

complex iterative parameter approximation which made it a 

good fit for huge datasets[26]. It is used to predict the 

probability of a class to belong to either normal or attack 

classes. It performs easily in both training and classification 

stages [27]. NB assumption is that all features in the feature 

vector are equally independent and important[28]. 

NB works as follows. 

1. Let T be a training set of samples, each with their class 

labels. There are k classes, H1, H2, H3,…..Hk. Each sample is 

represented by an n-dimensional vector X = {X1, X2, 

X3,…..Xn },depicting n measured values of the n features, F1, 

F2, F3,…..Fn  ,respectively.  

2. Given a sample X, the classifier will predict that X 

belongs to the class having the highest a posteriori 

probability, conditioned on X.  

The NB theorem is given as 

 P(H̸ X) = P (H/X)P(H)/P(X)                (3) 

Where X-Tuples, H-Hypothesis, P (H/X) represents posterior 

probability of H conditioned on X. 

NB classifiers simplify the computations and exhibit high 

accuracy and speed when applied to large dataset.   
 

3.2.3. Pseudocode of Naïve Bayes Algorithm 

Input: 
 

Training dataset T, 

F= (f1, f2, f3,.., fn) // value of the predictor variablein testing 

dataset. 

Output: 

A class of testing dataset. 

Step: 

1. Read the training dataset T; 

2. Calculate the mean and standard deviation of thepredictor 

variables in each class; 

3. Repeat 

Calculate the probability of fi using the gaussdensity 

equation in each class; 

Until the probability of all predictor variables (f1, f2,f3,.., fn) 

has been calculated. 

4. Calculate the likelihood for each class; 

5. Get the greatest likelihood. 
 

3.2.4. Support Vector Machine 
 

SVM is a general, popular and  useful classifier[29]. SVM 

gives good generalization power, robust against local minima 

and represented by small parameters [30].The principle of 

SVM is to construct a hyperplane to ensure that the distance 

between the two types of structure is maximized[31], The 

SVM hyperplane can be given as. 

w.x + b = 0,               (4) 

where w means the weight vector, x means the input dataset, 

and b means a bias constant in the hyperplane. 

 

3.2.5. K-Nearest Neighbor 
 

K-NN method to classification is a completely non-

parametric [32], [33]and an instance based learning method 

for classifying objects based on the closest training examples 

in the feature space. This a type of lazy learning algorithm 

where all the computations are delayed to classification stage 

and the function is approximated locally. The KNN   is one 

of the simplest classifiers in machine learning. The k-NN 

algorithm uses all labeled training instances as a model of the 

target function. An advantage of the K-NN Algorithm as a 

classifier for an IDS is that it is analytically tractable. The 

Euclidean distance is given as. 

d(X,Z) = 2)(
1 =

−
n

i
XiZi            (5) 

 

3.2.6.K-Nearest Neighbour Algorithm Pseudocode 

Let (Xi, Ci) where i = 1, 2……., n be data points. Xi denotes 

feature values and Ci denotes labels for Xi for each i. 

Assuming the number of classes as ‘c’ 

Ci ∈ {1, 2, 3, ……, c} for all values of i 

Let x be a point for which label is not known, and we would 

like to find the label class using k-nearest neighbor 

algorithms. 

Procedure: 

1. Calculate “d(x, xi)” i =1, 2, ….., n; where d denotes 

the Euclidean distance between the points. 

2. Arrange the calculated n Euclidean distances in 

non-decreasing order. 

3. Let k be a +ve integer, take the first k distances 

from this sorted list. 

4. Find those k-points corresponding to these k-

distances. 

5. Let ki denotes the number of points belonging to the 

ith class among k points i.e. k ≥ 0 

6. If ki >kj ∀i ≠ j then put x in class i. 

4. Results and Discussion 

The goal of our experiment is to show how the three 

classification algorithms can efficiently and effectively able 

to detect intrusions. We used three classification algorithms 

Naïve Baye, SVM and KNN. The benchmark dataset used in 

this research is the NSL-KDD dataset. Next, we will discuss 

about the data used to train and test the classifiers. 
 

4.1. Description of the NSLKDD Data Set 
 

The NSLKDD dataset is an improvement over the 

KDD99datast. This dataset consists of four attack class 

categories known as U2R, R2L, probe and DoS which is 

made up of 41 features and 1 normal class label. In this 

dataset, three main problems were solved.  The first problem 

is that the observations that are repetitive in the testing and 

training sets were removed to eliminate biasing classification 

methods towards the most repeated observations.  Secondly, 

the testing and training set were created by picking out 

observations from different parts of the original KDD99 

dataset. And thirdly, the observations that was notice to be 

https://dataaspirant.com/2015/04/11/five-most-popular-similarity-measures-implementation-in-python/
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imbalanced in each attack class either in the testing set or 

training set were addressed to reduce the FAR[33]. 

The distribution and spreading of attack classes and normal 

class record in the NSLKDD dataset for both training and 

testing set is shown in Table 2.  
 

Table 2. NSLKDD Data set  
 

Class Category Training set Testing set 

U2R 52 67 

R2L 995 2,887 

Probe 11,656 2,422 

DoS 45,927 7,458 

Normal 67,343 9,710 

Total records 125,973 22,544 
 

The experiments were carried out on a 64-bit Windows 10 

Professional operating system, x64-based processor with 

8.00 GB of RAM and Intel (R) Core (TM)i5-8250U CPU 

@1.60 GHz 1.80GHz. 

4.2 10-fold Cross Validation 

In order to assess the effectiveness of the algorithms, each 

one of them was trained on the NSLKDD data set using a 

ten-fold validation test mode. To test and evaluate the     

algorithms, we use 10-fold cross validation[34][36]. The data 

set is separated into 10 subsets in this process  [35]. For each 

of the time, one out of the 10 subsets served as the test set 

whereas the remaining k-1 subsets constitute the training set. 

The statistical performance is calculated across the 10 trials. 

This offers a good suggestion of how fit the classifier will do 

on unseen data. 
 

4.3 Performance Measurement Terms 

(1). Correctly Classified Instance: The correctly and 

incorrectly classified instances demonstrate the percentage of 

test cases that were correctly or properly and erroneously or 

incorrectly classified. The percentage of correctly classified 

instances is often called accuracy. Accuracy is the most 

important metric in intrusion detection system [37]. We 

based the performance of our proposed model on accuracy 

and false alarm. 

(i). True positive (TP): It connotes the correctly rejected, and 

it indicates the number of anomaly records that is recognized 

as anomaly. 

(ii). False Positive (FP)or false alarm: is the number of 

incorrectly rejected, and it connotes the number of normal 

records that are recognized as anomaly. 

(iii). True Negative (TN): is equal to those records correctly 

admitted, and it connotes the number of normal records that 

are recognized as normal. 

(iv). False Negative (FN): is equal to the records that are 

incorrectly admitted, and it connotes number of anomaly 

records that are recognized as normal. The confusion matrix 

is shown in Table 3. 
 

Table 3. Confusion Matrix 
 

 

 

 
 

 

 

 
 

 
 

 

 
 

 
 

 
 

 

 

The performance of an IDS is to have high accuracy, high 

detection rate and with lower false alarm rate [33].We 

employed these metrics as performance measure in this paper 

with respect to the confusion matrix [42]. 
 

4.4 Experimental results of NB classifier 

Although NB are capable of handling a 5-class classification 

problem. We built five (5) different classifiers. The dataset is 

divided into two (2) classes of “Normal” and “Attack” 

patterns where Attack means the group of four classes 

(Probe, DoS, U2R, and R2L) of attacks. The aim is to 

detached normal and attack patterns. The process is 

performed and repeated for all the five (5) classes. Firstly, a 

NB classifier was built utilizing the training data and the 

testing data was tested with the built classifier to classify and 

categorize the data into normal class or attack classes. The 

performance of NB is shown in table 4 and table 5. 
 

4.5 Experimental results of SVM 
 

SVM is capable of binary class classification problems, we 

used SVM five times for detecting the attacks type. The 

SVM classifier learns from the training set of data and is also 

used on the test data set to classify and categorize the data 

into normal class or attack classes pattern. This process is 

performed and repeated for all the classes. The results are 

shown in Table 6 and 7. 
 

Table 4. Performance evaluation of NB 
 

 
Table 5. Performance measurement of NB 
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Table 6. Performance evaluation of SVM 
 

 
 

Table 7. Performance measurement of SVM 
 

 
 

4.6. Experimental results of KNN classifier  
 

KNN can be used to handle binary classification problems, 

five KNNs was constructed for detecting the attack type. The 

KNN classifier learns from the training set of data and is also 

used on the test data set to classify and categorize the data 

into normal class or attack classes pattern.  

This process is performed and repeated for all the classes. 

The results are shown in Table 8 and table 9. 
 

Table 8. Performance evaluation of KNN 

 
 

The results of our experiments showed that the SVM gives    

accuracy of 99.9% for U2R attack class, KNN gives 99.8% 

for U2R attack class and NB gives 94% for U2R attack class 

which gives less accuracy for detecting any class of attack.  

For Normal class, the KNN gives 98.9%, SVM gives 97% 

and NB gives 90%.  These experimental results showed that 

the best algorithm for detecting the attack is SVM followed 

by KNN that performed better for detecting the Normal class 

as depicted in figure 2. 

Table 9. Performance measurement of KNN 
 

 

 

Figure 2. Accuracy of the IG+R-NB, IG+R-SVM and IG+R-

KNN 

In terms of false alarm rate, KNN gives 0.4% for DOS attack 

class, SVM gives 1.8% for DOS attack class and NB gives 

4.2% for DOS attack class. However, for the Normal class, 

KNN gives 1.1%, SVM gives 2.9% and NB gives 9.8% for 

the Normal class as shown in figure 3.  

 
Figure 3. False alarm of the IG+R-NB, IG+R-SVM and 

IG+R-KNN. 

The detection accuracy obtained from the proposed study 

was benchmark against existing works. The experimental 

results from our findings outperformed the existing work 

with respect to the detection accuracy as shown in Table 10. 
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Table 10. Comparison with existing works 

 
 

5. Conclusion 

In this paper, we presented a NIDS technique based on IG + 

Ranker method for IDS. This paper employed IG+R for 

feature selection stage, since this stage is known to be the 

most critical both in effort and time. The features were 

eliminated one at a time with lower rank from the bottom of 

the ranking and we observe the weight put by the ranker 

algorithm. The IG+R filter approach was carried out to 

remove both redundant and irrelevant features in the 

NSLKDD dataset.    The feature selection with IG+R 

improves the performance of NB, SVM and KNN classifiers. 

The experimental results revealed that the three proposed 

IG+IR-NB, IG+IR-SVM and IG+IR-KNN outperformed 

existing techniques in terms of detection accuracy. In future, 

we planned to introduce a wrapper feature selection approach 

and compared the results with the proposed study. 
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