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Abstract  

  

A crucial area of research that can reveal numerous useful insights is 
emotional recognition. Several visible ways, including speech, 
gestures, written material, and facial expressions, can be used to 
portray emotion. Natural language processing (NLP) and DL 
concepts are utilised in the content-based categorization problem that 

is at the core of emotion recognition in text documents.This research 
propose novel technique in linguistic based emotion detection by 
social media using metaheuristic deep learning architectures. Here 
the input has been collected as live social media data and processed 
for noise removal, smoothening and dimensionality reduction. 
Processed data has been extracted and classified using metaheuristic 
swarm regressive adversarial kernel component analysis. 
Experimental analysis has been carried out in terms of precision, 
accuracy, recall, F-1 score, RMSE and MAP for various social media 
dataset. 

Keywords:linguistic, emotion detection, social media, metaheuristic 

deep learning, kernel component analysis 

 

1. Introduction 
 

Natural language communication has lately emerged as a new trend in a world where people have 

long had to modify their communication style in order to be "understood" by computers. There are a 
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tonne of texts available online, but most of them are unstructured or unannotated, which makes them 

of little value.Only with careful processing are such noisy data able to be transformed into 

information that is helpful. Manual processing, however, is a laborious and time-consuming 

operation. The use of automatic procedures, in contrast, can reduce the need for manual labour, 

speed up the completion of tasks, eliminate useless data from massive amounts of data in order to 

locate relevant information, and produce machine output in the correct format [1].AI methods are 

used in NLP to address issues with language technology and enable intelligent human-machine 

interaction. The way the human brain functions can be imitated by computers using AI technologies 

such as data mining, pattern recognition, and NLP.Applications of NLP that are addressing societal 

issues include opinion analysis, natural language assistants, web search engines, and machine 

translation systems. No matter their age, 50.64% of 7.8 billion individuals on planet use social 

networks [2].Through text, image, audio, and video uploads, users have the ability to express, 

discuss, and share their opinions, thoughts, views, and perspectives on national and worldwide 

issues, affairs, and topics.Social media posts are widely visible and rife with emotion. It may be 

possible to identify emotional states and the causes of those states by analysing and researching these 

social media posts. However, this analysis is exceedingly challenging due to the enormous volume 

of the data.Artificial intelligence can assist in the automated discovery of emotions, feelings, 

character traits, opinions, and their impacts on societal trends. Elections and societal crises like 

pandemics produce emotional changes in the population, which are expressed on online social 

media.Even if there are many different ways to communicate, text is still one of the most used forms 

on social networks. As a result, a crucial component of the research is text-based emotion 

recognition [3]. NLP has a wider range of applications, including text summarization, chatbots, 

sentiment analysis, speech recognition, machine translation, and speech recognition systems. 

Sentiment analysis's extended derivative is emotion detection.Finer-grained emotions like rage, 

happiness, melancholy, anxiety, depression, etc. are extracted through emotion recognition, and this 

input is then used to inform future decisions. 

Robots can gather data for emotion recognition in real-time using a variety of media when 

interacting with people, including text, speeches, photos, and videos. This multimedia content is 

processed to identify emotions and sentiments using the right methods, such as using machine 

learning to analyse faces and postures in photos and videos or well-known NLP techniques to 

convert audio to text to perform emotion detection [4].In light of this, we put up a paradigm that 

would enable social robots to recognise emotions and store such data in an ontology-based 

repository. EMONTO, an extensible ontology, is used to represent emotions and to keep the detected 

emotions along with other data in a semantic repository. Other particular domain ontologies 

representing the entities that an emotion might be related to can be added to EMONTO[5]. 

Contribution of this research is as follows: 

1. To propose novel technique in linguistic based emotion detection by social media using 

metaheuristic deep learning architectures.  

2. Input has been collected as live social media data and processed for noise removal, 

smoothening and dimensionality reduction.  

3. Processed data has been extracted and classified utilizing metaheuristic swarm regressive 

adversarial kernel component analysis. 

 

2. Related Works: 
 

There are several other models in the literature, and more will likely be added because hype that 

began at turn of the century hasn't yet completely affected scientific research [6]. Additionally, the 

development of new, reasonably priced measurement tools for emotional reactions has sparked a 

global interdisciplinary interest in affective computing as well as emotion recognition. As a result, 

both private as well as public research groups are exploring emotions from various angles.Different 

models have been tested in earlier research to infer affect from narrative texts. Examples include 

techniques that specifically take advantage of machine learning's adaptability, like random forests 

[7] and support vector machines [8], both of which are frequently used in literature. Random forests 

tend to calculate more quickly, although support vector machines do better, according to studies [9]. 

Occasionally, but infrequently, these classifiers are limited to subset of affect cues from emotion 
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lexicons [10]. More popular method, however, is bag-of-words with subsequent tf-idf weighting 

[12], which is based on broad language traits. In line with previous studies, we later use tf-idf 

characteristics as our baseline and machine learning models [13]. 

 

3. System Model: 
 

This section discuss propose novel method in linguistic based emotion detection by social media 

using metaheuristic deep learning architectures. Input has been collected as live social media data 

and processed for noise removal, smoothening and dimensionality reduction. The processed data has 

been extracted and classified utilizing metaheuristic swarm regressive adversarial kernel component 

analysis. The proposed architecture is shown in figure-1. 

 

 
Figure 1: Proposed architecture 

 

The TRS module retrieves tweets that are full with junk, which makes classification difficult. Before 

the training data is given on to the Emotion Tagger module, these values or connectors must be 

removed in order for it to be mapped to the proper vector reflecting fundamental emotion.The data 

pre-processing includes converting, removing new lines, tabs, and hash characters, as well as 

replacing HTTP links with URLs. 

 

Feature extraction and classification using metaheuristic regressive adversarial kernel encoded 

component analysis: 

The PSO is started with a set of random particles (solutions), as well as then it updates generations to 

search as efficiently as possible. Each particle is updated after two iterations using the "best" values. 

First is best fit (solution) that has been found thus far; this value is referred to as pbest.Each particle 

in population produces a "best" value that is referred to as the best global. This value is known as the 

gbest because it performs well in a demanding, high-dimensional, non-convex, continuous 

environment. The best value is the best local and is referred to as pbest when a particle uses a 

neighbour topology and a portion of the population. 

Two equations that make up the PSO algorithm are listed below. "k" denotes current iteration as a 

head, and "k +1" denotes subsequent iteration. 



Linguistic Based Emotion Detection from Live Social Media Data Classification Using Metaheuristic Deep 

Learning Techniques 

Available online at: https://ijcnis.org  179 

    
 

   
 

     
 

              (1) 

 

         (     )   (     )    
 

 
 (     )  (     )((   )   )            (2) 

 

Let's say that the input vectors X and Y are linear combinations of all the components in vector X, 

where X is input vector and Y is output vector. Let n be node number and h the layer number, where 
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where Yi denotes the calculator's output, ωi denotes a coefficient matrix, and θ i denotes an offset 

vector. 
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Where   *   +    j is a coefficient matrix,    is an offset vector. Obviously,         ,   - and 

          

For every combined node k   *          +, its output is 
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PSO is a swarm algorithm, which means it searches m-dimension space in parallel for potential 

solutions. PSO avoids local minima and then achieves global optimization in m-dimensional space 

on the basis of particle extremum Pbesti and global extremum Pgbest. The following describes the 

updated regulation of a particle's position and speed: 
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                                                                 (7) 

 

where i,j stand for the ith component and the jth particle, respectively. The variables is an inertial 

weight, c1 and c2 are acceleration constants, and rand() generates a random value   [0, 1]. 

For every data object (X,Y, represented as Y*=f in the coefficient vector Pi (X). The definition of 

fitness function is as follows: 

 

        (    )                (8)  

 

              (    )                  (9) 

 

Consider discrete state space model  
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where w is unknown parameter of dimension q that needs to be estimated, x and u are inputs, y is 

output, and Following state space representation is described in order to estimate parameters: 

 ,   -   , -   , -  
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where r serves as the process noise and the first model is process equation. Latter is measurement 

equation that is driven by measurement noise and input, input of discriminator chooses genuine 

samples or the output of the generator network.The discriminator's output is the likelihood that the 

input image is real. When the discriminator network determines whether or not the generator's output 

is a real sample, it may tell from the gradient which type of sample is more similar to the real sample 

and then modify the generating network using this knowledge.The GAN's function is represented by 

eq. (13): 
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GAN will, however, experience issues like instability during the training process. in comparison to 

the initial GAN, by equation (14): 
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A genuine image will be distinguished from a fraudulent image as one of the former k classes, and 

vice versa. By using eq. (15), we represent the Co_Ge_Ad_NN loss function as a typical minimax 

game. 
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If y 0 denotes the anticipated class and pi denotes the likelihood that incoming sample conforms to y 

0, It should be noted that the hot vectors y and y 0 are one. Equation (3) states that when input is a 

real image, D(y|x, y k + 1) can be further stated as Equation (17): 
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When a fake image is used as the input, D(y|x, y k + 1) can be condensed into eq. (18): 
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Assume that each training iteration contains m inputs for both discriminator and generator, and that 

discriminator is updated by ascenting its stochastic gradient by equation (19): 
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As generator is updated, the stochastic gradient is descended using equation (20): 

 

   

 

 
    

   (   (  )      )       (20) 

 

The networks of the generator and the discriminator are optimised while updating them alternately. 

As a result, both the discriminator and the generator are able to distinguish the input sample from the 

output sample with greater accuracy.A deep FFNN called a CNN extracts features by layer-by-layer 

learning the input image. The batch norm layer is almost always used in the generator and 

discriminator to normalise the output layers of the features, which speeds up training and increases 

stability.Additionally, the discriminator uses the leaky ReLU activation function to avoid gradient 
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sparseness. In the generator network shown in Figure 3, each input also includes a random input that 

is used to jumble up the original image and create a new one.All of the input photos are subjected to 

this. The generator also engages in up sampling, which is bringing together a larger collection of 

smaller images to create a single enormous image. There are two hidden layers in this system.In 

order to ensure that neuron activation functions do not take place in zero or dead regions, weights are 

initialised using the Xavier initializer. By doing batch normalisation in each layer for 

standardisation, the number of computation-intensive epochs is also decreased. 

 

 
Figure 2: The Generator Network 

 

The network of discriminators The generator structure is seen in reverse in Figure 3. The 

Discriminator does down sampling, which means that it chops up the huge image that was generated 

as a result of up sampling. To identify whether the created image is real or fake, the Discriminator 

has two hidden layers and uses "Sigmoid function" as activation function in output layer. 

 

 
Figure 3: The Discriminator Network 

 

First, for i,j = 1, 2,..., n, we express PCA method as inner products in feature space, 

  (  )  (   )                       Each retrieved feature       by eq (21) satisfies 

expression. 
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where    reflects correlation between mapped data and is written as    
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finite-dimensional space. Span of data's Φ images contains all solutions, just like in linear case. This 

indicates that coefficients α1, α2, . . . , αn exist such that by eq (22) 
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We obtain the eigenproblem in terms of the inner product matrix by eq. by substituting C Φ and 

expansion (2) into eigenproblem (1) and describing a n n matrix K whose I j)-th entry is hΦ(xi), Φ(xj 

)iH. (23) 
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The DIAE decoding procedure has two parts as opposed to the traditional AE model's single part. 

One is input data reconstruction utilizing hidden representation h i equation (23); 

 

 ̂   (    
 )          (23) 

 

The other component uses h "i" eq.(24) to forecast input data: 

 

 ̂   (    )          (24) 

 

Eq. (25) can be used to add discriminant information to the DIAE model. where        is 

discriminant weight matrix from hidden layer to output y i. Moreover, we incorporate a symmetric 

matrix       into DIAE method to reflect structural information among various fault 

types.Degree of relatedness between any two fault kinds is indicated by each element of L. then 

eq.(25) can be used to rewrite prediction of input data: 
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We deduce both the structural information and the discriminant data among various fault types from 

Eq. (4). We create loss function of DIAE using Eq. (26), as follows: 
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where the regularisation parameters are 1, 2, and 3. We can determine the ideal W x*, W T: and L by 

minimising J because the matrices W X, W r, and L are all randomly initialised. For clarity, the 

following definitions are provided for each term in Eq. (26): 
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As pointed by 
 

 
    

    (   ) can be viewed as an approximate calculation of correntropy 
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The Gaussian kernel, which can be represented as eq. (29) is one of many functions that can be 

selected as the RBF. 
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where   ,          -     and     stand for the centre and variance of the RBF, 

respectively; _2 stands for the Euclidean norm. RBFs with various centres and variances are plotted 

in the one-dimensional case in Fig. 1. According to Eq. (6), the RBF's form is extremely 

straightforward and constant across all dimensions. A linear combination of RBFs can be used to 

represent the surrogate model of structural response, as shown in eq. (30): 
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Meaning, M N < . N samples are divided up into M clusters, the centre of which, in Euclidean space, 

is equivalent to the RBF. Then, eq(31) can be used to represent the problem's mathematical model  

find  ( )           
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where ij z is a binary variable with the characteristics listed in equation (32): 

 

    
             or                     (32) 

 

Consider the empirical risk minimization (ERM) equation below. 
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where (si, yi) is a pair of sample and label data, L is the loss function, and is the machine learning 

model parameterized by x. An easy-to-solve approach called stochastic gradient descent (SGD) 

updates x in accordance with eq. (34) 
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where the momentum hyperparameter is 0 ≤ β < 1. We can rewrite HB as eq(36) by include 

momentum states (mk )k≥0  

 

                              (36) 

 

The renowned Adam algorithm is produced by integrating the adaptive learning rate with the heavy 

ball algorithm and rescaling mk and g k. (37) 
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Dataset is shown as S. xi R n, which is an n-dimensional vector. Category of ith training sample is yi 

1, m 1. A training sample (xit, yit) is randomly chosen from entire training set, where it 1,..., m is 

target of selected training sample at tth iteration. Next, the weight value W1 is given a zero vector. 

   ( )  
 

 
∥  ∥   .  (       )/ is the objective function. 

 

4. Performance Analysis: 
This section presents the findings of experiments that were conducted. Under the Microsoft 

Windows XP SP3 operating system, the Microsoft Visual C++ 6.0 compiler was used to create every 

implementation for the tests. The experiment's hardware included an Intel Pentium M CPU running 

at 1.60 GHz and 1 GB of RAM. 

Dataset description: Three separate datasets, ISEAR, WASSA, and Emotion-stimulus, all of which 

have text and emotions as their properties, were used to collect the data. Three main text kinds are 

represented in these datasets: regular sentences, tweets, and dialogues.Under the guidance of 

Wallbott and Scherer, a large group of psychologists from all around world worked for several years 

to build International Survey on Emotion Antecedents and Reactions (ISEAR) database [5]. 

encountered seven different emotions.Up to 3000 people from various backgrounds congregated to 

discuss and debate the events, according to a cross-cultural study carried out in 37 countries on five 

continents. The dataset is based on both declarative and emotive stimuli [6].Data were generated for 

173 emotions, but they were divided into 7 categories. There are 820 sentences in the emotion 

"cause" dataset that have both an emotion cause and a tag. Additionally, 1594 statements with only 

an emotion tag are included in the no "cause" dataset [5]. 
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Table-1 Comparative analysis between proposed and existing technique based on emotion dataset 

Dataset Techniques Precision Accuracy Recall F1_Score RMSE MAP 

ISEAR 

RF 75 81 65 55 45 51 

SVM 77 83 68 58 48 53 

LED_LSMD_

MDLT 
79 85 71 61 51 55 

WASSA 

RF 77 82 69 59 49 52 

SVM 81 84 72 62 52 56 

LED_LSMD_

MDLT 
83 86 75 65 53 58 

Emotion-

stimulus 

RF 81 85 72 62 52 55 

SVM 83 89 74 66 54 59 

LED_LSMD_

MDLT 
85 91 76 68 56 62 

 

Table 1 shows analysis for various emotion dataset. the dataset compared are ISEAR, WASSA, and 

Emotion-stimulus in terms of precision, accuracy, recall, F-1 score, RMSE and MAP.   

 

  

Figure-4 Comparative analysis between proposed and existing technique for ISEAR dataset in terms 

of precision, accuracy, recall, F-1 score, RMSE and MAP 

 

Figure 4 shows analysis for ISEAR dataset. Proposed technique attained precision of 79%, accuracy 

of 85%, recall of 71%, F-1 score of 61%, RMSE of 51% and MAP of 55%, RF attained precision of 

75%, accuracy of 81%, recall of 65%, F-1 score of 55%, RMSE of 45% and MAP of 51%, SVM 

attained precision of 77%, accuracy of 83%, recall of 68%, F-1 score of 58%, RMSE of 48% and 

MAP of 53%.     

 

 

 

Figure-5 Comparative analysis between proposed and existing technique for WASSA dataset in 

terms of precision, accuracy, recall, F-1 score, RMSE and MAP 
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Figure-5 the analysis for WASSA dataset is shown. Proposed technique attained precision of 83%, 

accuracy of 86%, recall of 75%, F-1 score of 65%, RMSE of 51% and MAP of 55%, RF attained 

precision of 75%, accuracy of 81%, recall of 65%, F-1 score of 65%, RMSE of 53% and MAP of 

58%, SVM attained precision of 81%, accuracy of 84%, recall of 72%, F-1 score of 62%, RMSE of 

52% and MAP of 56%. 

 

 

 

Figure-6 Comparative analysis between proposed and existing technique for Emotion-stimulus 

dataset in terms of precision, accuracy, recall, F-1 score, RMSE and MAP 

 

Figure 6 shows analysis for Emotion-stimulus dataset. Proposed technique attained precision of 85%, 

accuracy of 91%, recall of 76%, F-1 score of 68%, RMSE of 56% and MAP of 62%, RF attained 

precision of 81%, accuracy of 85%, recall of 72%, F-1 score of 62%, RMSE of 52% and MAP of 

55%, SVM attained precision of 83%, accuracy of 89%, recall of 74%, F-1 score of 66%, RMSE of 

54% and MAP of 59%.     

 

5. Conclusion 
 

This research propose novel technique in linguistic based emotion detection by social media using 

metaheuristic deep learning architectures. the processed data has been extracted and classified using 

metaheuristic swarm regressive adversarial kernel component analysis. Recognizing the customer's 

opinion on the offered products is the major objective of sentiment analysis for market prediction. It 

may open the door for development and shield against flaws and errors in the future.The tools for 

identifying and categorising opinions expressed in text, sound, or video formats show whether the 

creator is in a positive, negative, or neutral frame of mind toward a particular issue, thread, item, etc. 

Proposed technique attained precision of 85%, accuracy of 91%, recall of 76%, F-1 score of 68%, 

RMSE of 56% and MAP of 62%.  
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