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Abstract:
mesh networks are considered a reliable and ctesttieke way for

In recent years, multi-channel multi-radio wirales of unpredictable network scaling.

While the IEEE 802.11 standards, which were formhedng

internet access in wide ared major research challenge in this 1990s uses 3 non-overlapping channels of the émou

network is, selecting a least interference chafroeh the available
channels, efficiently assigning a radio to the ctelé channel, and
routing packets through the least interference .pathany

spectrum, and the remaining 8 channels are lefsethuTo
suit the current network fan-out scenario, it ismast to

a|gorithms and methods have been deve|0ped for nethan utilize the available bandwidth eﬁectiVEly and |(Eﬁnt|y

assignment to maximize the network throughput usirtgogonal
channels. Recent research and test-bed experimans groved

Using the multi-channel and multi-radio, it is pb#s to
achieve the maximum performance, without bandwidth

that POC (Partially Overlapped Channels) based channgegradation. Multi-radio refers to a dedicated Nissigned

assignment allows significantly more flexibility irwireless
spectrum sharing. In this paper, first we represéet channel
assignment as a graph edge coloring problem usid@.PThe

signal-to-noise plus interference ratio is measuted avoid

interference from neighbouring transmissions, whenhannel is
assigned to the link. Second we propose a new@uatietric called
signal-to-noise plus interference ratio (SINR) vaktech measures
interference in each link and routing algorithm k&based on the
interference information. The simulation resultsowhthat the
channel assignment and interference aware routiggritom,

proposed in this paper, improves the network thinpug and
performance

Keywords. Wireless Mesh Networks, Multi-Radio, Multi-
Channel, Partially Overlapped Channels, signal-te@oplus
interference ratio

1.

As the technology nurtures the wide range of déffér
gadgets, the number of clients utilizing Wirelessedu
Networks (WMN) for Internet access has also beereased
to a large extent. This is because of the divepgdications
provided by WMNs. A few of these samples are: manilit
applications, Municipal Wireless Mesh Networks, kb
safety agencies and mining [1-3]. The network woutatk
fine until the current frequency distribution istmisturbed in
anyways. But it is also the necessity of the tetdmoto host
all the clients coming into the scope of a netwoakd
maintaining the transparency at the same timerférence
plays a major role when the network comes intopicture
of frequency sharing among many different clieiisorder
to avoid interference and fair bandwidth distribat{14], the
number of clients accessing the network would havée
limited, and then there is no point in praising teehnology.
It is the technology which needs to be evolvedhat right
phase to overcome the interference, and provide
maximum utility to the network clients as well akihg care

Introduction

to each link on the mesh node and each link igasdi with

a unique frequency (channel) for parallel datagnainsion.

In this paper, we work for the hybrid multi-chanreshd
multi-radio Wireless Mesh Networks (MCMR-WMNSs) that
avoid interference to improve the network connégtiand
enhance the throughpufThe hybrid wireless mesh network
is based on 3 tiers of devices: 1) the lowestitieludes Wi-
Fi, Wi-Max, Cellular networks, conventional clientnd
mobile nodes. 2) The second tier includes routeas telay
packets between the user and Gateway. 3) The higees
Gateway. Routers with gateway capability are cotatedo
the internet with wired connection.

Interference is a threat behind utilizing the netwo
bandwidth proficiently and achieving the effective
throughput. In MCMR-WMNSs, the key challenge is the
interference [13] of simultaneous data transmissit will
worsen the network parameters and sequentiallgdbpecity
of the network. Hence we concern minimizing the
interference, improving throughput, and scaling leéwork
by effectively assigning the available channels tte
respective radios and then finding optimal path the
destination.

We consider IEEE 802.11b/g based wireless meshonketw
operating in 2.4 GHz frequency band. The IEEE 8D@/d
standard has a total of 11 frequency channels ablailfor
transmission, of which 3 are orthogonal channélgufe J
Each channel of the spectrum specifies the ceréguéncy
used by the transceiver and the AP within the ra@gannel

1 uses 2.412 GHz and channel 2 uses 2.417 GHzGuUbed
band that separates two center frequencies is5Miz and
the signal approximately make up to 22 MHz of thailable
frequency spectrum. This obviously leads to ovenilag the
adjacent channels which, when used for data treassom,
causes interference and leads to collision of data.use
tl|]r(fultiple channels of the available bandwidth, coe out of

5 consecutive channels can be employed simultaheous
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This proves that only 3 orthogonal channels ardlaba, packets and one for control packets. Also poweringav
and can be used with the existing channel utiliwati mechanism is integrated with MMAC protocol for eiéint
techniques to prevent interferenéesolution defined for this energy saving. In [9], authors used Load-Aware CBEP
problem is the Partially Overlapped Channel (POQNhich uses partially overlapped channels along with
assignment [12], where the channels can be seledted? orthogonal channels. They proposed grouping alyorit
other channels apart, and the two simultaneousriissions which selects one group leader within its intenfieee range.
are 10m apart. This also gives the same througimwut Each group leader selects the best channel froratthenels
analysis [5], when compared with the existing nonavailable. In [18], authors used CSROR whishlects
overlapping channel assignment technique. In a edenssource aware routing approach for packet dropgitagks.
wireless mesh networks, using all the availablenobis that Q-SMS routing scheme [20] estimate residual capaeitpake
are assigned properly with spatial separation woeddilt in  appropriate admission control decisions to provigeS

a higher performance than the orthogonal channels. support in MANETS.
A good routing algorithm and routing metric mitigaand
o L, 2. .4 & .3 & 1.4 B A U detect the interference experiences on the netw®He

traditional hop count metric may not give a goodutein
WMN, because it doesn’t consider wireless link @ual
metrics such as packet loss rate, interferencdaaut it also
gives equal consideration to all the links.
The Expected transmission count (ETX) metric ofn Is
calculated based on the number of attempts requioed
gwn 14\!” 24I1[] 14|1u 2410 14;“ 14Iﬂ] 14I_|“ deliver packets successfully over a given link. ET
: . gl - : - computed for each link using delivery ratios of fimk in

requency (MHz -
, _ Mo L8 both directions [16].
Figure 1: Available eleven partially overlapped channels

in 802.11b frequency band ETX =

05 -

MNormalized PSD

1
1
T )(

The following sections of the paper are organizedoiows. Where d; and d, are the forward and reverse delivery ratios.
In Section II, we describe previous work in cented and The o s the probability measure of a data packet
distributed channel assignment algorithms. Sectidin full h he destinati Thhe is th
elaborates the types of interference and its caresemps on SUCCESSIULY reac. .es at the destination. Tthe '_S‘ the
network parameters. The channel assignment wittiafhar Measured probability that the ACK of the packeteiached
Overlapped Channel model using edge coloring alyms  successfully. ETX does not take load, interfereane data
and Routing algorithm using SINR metric are expdirin rate of link. So, it is suitable only for the siagthannel multi
section IV. Section V elaborates simulation andqerance hop network and it doesn’t suit for multi-channelilthhop
evaluation. Finally we conclude our paper with starymof —network.

our findings and the future plan in section VI. Expected transmission time (ETT) is better than EaX it
considers data rate (bandwidth) of link into acao@TT of
2. Related Study a link is defined as a bandwidth adjusted ETX [1#t S

denote the packet size and B the bandwidth ofitttke Then
There are number of channel assignment problenistfiBd ETT is computed by

have been proposed to reduce interference and abere
throughput. Most of the channel assignment algmsttare _ETXxS 2
combined with either routing or congestion control ETT= B )(

techniques. A centralized load-aware channel as@ghwas The ETT does not explicitly consider the impacttmfffic
proposed by Raniwalet al [6] which uses central controller. coming from other nodes. The disadvantage of ETthas

All information about traffic and routing paths drgormed the contending traffic raises the loss rate of padke to

to the central controller; whereas in the modelpmepose, congestion, and it also decreases the availabldvbdti.

the gateway does not require any such knowledgehfannel The weighted cumulative expected transmission time
assignment except the set of active links. Thistratimed (WCETT) [17] is designed to ameliorate the ETT raetr
load aware [11] channel assignment is combined mitiing WCETT considers channel diversity, so it can beduse
algorithms. multi radio mesh networks. The WCETT metric of ghpais
JOCAC algorithms [7] assign channels, based onageer defined as follows:

congestion price on links. JOCAC is described astaork

utility maximization problem and it can be implerteuh WCETT, = (1-a)x ) ETT+ax maxx (3)
either in a distributed or centralized manner.4ing], Mishra i0p =k

proved that the capacity of the network can beeased Where X, is the sum of the Expected transmission time
Whe_‘n both non-overlapped and POC are used ].cor eth"’m(}alues of links that are on channel j. k is the bamof
assignment, Authors demonstrated that good spatiase of orthogonal channels and is a tunable parameter subject
same POC gives better performance. MMAC protocl [%OOSGS].. WCETT enhances the performance of multi

\;V;’I; ?1:;)ngiiir?y:j'siioleettr::]sf(c:);i\(/:grm[?r:lénf\]/lI\r/lnAuGlH qm@ncmel radio and multi rate wireless networks, comparedtirer
9 9 9 ' metrics such as, hop count, ETX and ETT. The main

uses orthogonal channels and it uses two chanaoeldata
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disadvantage of WCETT s that it does not take itfter-
flow interference into an account.

In [19], authors proposed Link Quality and MAC-Ohead
Aware Predictive Preemptive Ad hoc On-Demand Maltip
Distance Vector (LO-PPAOMDY) routing protocol, whiés
based on new metric combine two routing metricsnKLi
Quality, MAC Overhead). This routing algorithm fid
congestion free routes using cross layer approach.

Many types of link metrics have been proposed in M/
minimize interference and load on the link. Eactk Imetric
has some advantage and limitation, and gives bretseits in
particular environment. In our work, the first posal is that
the channel assignment problem using the graph edge
coloring method and we propose a new routing metited Figure 2: Co-Channel Interference
signal-to-noise plus interference ratio (SINR) ealwhich
measures interference in each link and then rowatiggrithm
works based on the interference information.

CH6
CH6

3.2 Self-Interference

Self-Interference is caused when two different sode
connected to a common node, assigned with samaeiney
3. Interference as shown in figure 3. Considet, is sending packet te,

Interference plays a vital role in WMNSs, which widad to and Y, _5|multaneously _and the nods, |s.eqU|pped with
undesirable consequences. Concurrent transmissionles two radios. If both the interfaces are assignedhannel 6
situated close to each other in WMN increases fitence and X, attempts to simultaneously transmit packets oh bot
and reduce the network throughput. The interferendbe NICs. In this case, the interference will besese,
degrades the capacity of the network. For a resttic irrespective of the distance of the receiving natiether it is
bandwidth continuous-time stochastic channel thay mlocated near or far. If mutually orthogonal chasnere
endure noise, Shannon-Hartley Theorem provides tlssigned to links in a single node, self-interfeeecan be
channel capacity (in bps) avoided.

c= Blog(1+§) @)

Where B is the channel bandwidth (in Hertz) and &/lhe
signal-to-noise ratio. This theorem also helps iszatn the
different types of interferences. Consider four

nodesX,, X,,Y,andY,. Let X, and X, be sending nodes
and Y, and Y, be receiving nodes. All four nodes are

situated within the interference range of eachrothe

CH6
CH6

Figure 3: Self-Interference
3.1 Co-Channel Interference

Co-channel interference is generated when two reifiie
communicating pairs of nodes within the transmissiange
of each other that use the same channel simultaheas
shown in figure 2. ConsiderX;-Y, and X,-Y,are
assigned to channel 6 and following are the sequexic
events: NodeX,wants to send data ¥. It senses the
medium (Channel 6) and checks if it is busy or.idiethe
event of the medium is busy, the node will wait ftg
transmission. If the medium is idle, it will statte data
transmission. WherX, is sending data toY, and at the
same timeX, also tries to send a data¥tp, applying the Figure 4: Adjacent Channel Interference
same medium sensing procedure. In this case, thtume 33 Adjacent channel Interference
(Channel 6) will be busy. HenceX, waits for a back-off
period and keep attempting till the data transmissietween
X, andY; is completed. WheiX, identifies the medium as N .
i P Eme, 1dentl Y channel as shown in figure 4. Considér-Y, and X, =Y,
free, it proceeds in transmitting the data. The @8BA Co-

channel interference is less harmful compared facedt 2r€ assigned to channels 6 and 8, respectively.starts
channel interference. transmitting first, X, will notice the medium as free in

channel 8 and also begins to transmit its pacl&txe the
channel 6 and 8 share the frequency band, theviegei

CH6
CH8

Adjacent channel interference occurs when the faqgy of
one transmission partially overlaps with the nemfiig
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nodesY, and Y, can't decode the packets correctly, causingVe assume static mesh routers each equipped witiplau
a transmission error that severely decreases thworie radios. The transmission power of every mesh nale i

throughput. assumed to be the same. Since we use IEEE 802dl1 b/
standard, the total number of available channedslar The
4. System model mesh gateway node is assigned with the respoigiluifi

assigning channel to the mesh routers, which dosistructs
The Figure 5 illustrates the relationship betweére t @ physical graph G and a set of active links Aa llink e
components used in our framework; it shows howdht connecting the nodes u and v, needs to be assigned
flows among the components and the interaction émtvihe channel c; it computes the total signal to noisespl
Channel assignment and routing algorithms using RSINinterference ratio, with respect to the channebrcbioth the
computation. The interference of each link is caimd nodes. This process repeats for all 11 channelschfver
during the channel assignment and this informaiostored channel provides the minimum value of interferendi be
into the interference database. In our work, thandel chosen for the assignment. Initially it assignsneied (colors)
assignment is completed before the routing algeritis to links connected to the mesh gateway. Each moees at a
processed, and the channel assignment algorithngrezatly ~ particular distance are selected and the edgesditk them
minimize the interference by simultaneous transimiss are given a color. In this paper color and chararel used
which aids the routing algorithm to divert traffietween interchangeably.
nodes. The Channel assignment and routing probsmbe
combined together and optimized jointly to imprameerall ~ Algorithm: Channel Assignment Using graph Edge Coloring
network performance. The impact of the interferecae be Method
controlled using routing metric and algorithm.

Input:
Let G = (V, E) denote the network

Channel SINR Routing _
=P assignment Computation = , V = Set of rquters _
algorithm Ee V XV is the set of undirected edges

Let A = (V, &) Sub-graph of G selected by the

algorithm.
Output:
Interference Channels assigned to edges present in A
Database

1. Let K = List of available channels (K=11)

] ] ) _ 2. Let y= Root of the mesh network for i =1to N
Figure 5: Block Diagram that represents the interactiol | ot h= Number of edges incident gnftom A

between channel assignment algorithm and the Sided , - 4 edges & E, do
routing algorithm. 5' Color(e) = oA

6. while count# h+1do

7. fori=1to Ndo

The efficiency of channel assignment primarily deggeon 8.  AssignColor (A,G)

the number of simultaneous transmissions in WMN toed

number of simultaneous transmissions is limited bprocedure AssignColor (G1= (V1, E1) G2= (V2, E2))
interference. The problem of reducing the signtdrierence 1 _for i = 1 to Ndo

and collision is represented as a graph coloringplpm. 5 if 3 orthogonal channel € K , then color the edges of
Adjacent edges in the graph are assigned diffe@ots and U
different channels will be allocated from 1 to 1ieTphysical 3.
graph of wireless mesh network in concern is represl as 4
an undirectedgraph G = (V,E); where V represents set of
wireless routers, and E represents undirected dogmgeen
wireless mesh routers. We represent this chansejrasent
problem as an edge coloring problem of graph theory )
Definition 1: For an undirected graph G, conventional edggalculathn )

coloring algorithm assigns colors to the edges afi Guch a o Assign c1 to link | _ o

way that no two adjacent edges are assigned witie salor. 9. if such color does not exighen color with minimum
Definition 2: For an undirected graph G, strong edgéterference is greedily assigned to link I.

coloring algorithm assigns colors to edges of Guoh a way
that no two edges in the neighborhood of utmosb@shis Vizing's theorem computes the number of colorhinedge-
assigned with same color. coloring problem of every undirected graph usingnaist
Chromatic Index: The chromatic Index (K) of the graph Gone larger than the maximum degree d of the grifibra

is the minimum number of colors required to colwe edges and Gries [10] describe an NP-complete algorithm fo
of a graph. coloring edges of any graph with d + 1 colors, wehetiis the
maximum degree of the graph.

4.1 Channel Assignment Algorithm

continue

. for i =1 to|Juncolored edges attached;tmG1 ||do

5. let | be uncolored edge attached;to u

6. cl= Least interference color not used bidliin G2.

7. cl is selected based on signal-to-noise grtente
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The edge coloring algorithm assumes that theréNa@uters
present in the network and it stores interferenakies in
database for each link. Initially each link is gesid with
zero which indicates the uncolored edge.

4.2 Complexity of Edge Coloring

O O O O
Vo
Va u V4
O——O O O
O O O
O O O O

Figure 6: Connection graph

The graph in figure 6 is a Line graph and doesoitsist of
loops. The graph doesn't contain any parallel oftipia
edges. It is a simple graph with no pair-wise s¢eting
edges. There exist a finite number of colors to metely
color the connection graph.

Facts: 1.Every line graph is claw-free. 2. A r-regularelin
graph is NP-complete given r is odd. A clique graph be
constructed by treating each maximal clique asvedgmt of
a vertex of the graph.

8§ The connection graph in figure 6, the edge cotpri
problem is NP-complete. This is a simple graph eitlery
vertex of maximum degree 4. We need to prove theviong
lemma to conclude the NP-completeness of the pmable

Lemma: Let G be a simple, connection graph, v be a verte

Lv and every vertex including v have degreé. If G-v is 4-
edge colorable, then so is G.

Proof of Lemma: Assume G-v is 4-edge colorable. Definet

X (i=1, 2, 3, 4) as the list of neighbors of v nosigeed by
color “i.”. Therefore the 4-edge coloring of Gsv

4
Min Y| X; |?
i=1
subject to the constraihds |=1, 1<i<4
If G-v is not 4-edge colorable, then

z | x; | =

i=1

5)(

20degree(v)y 1< 21 4 (6)

= 241|xi 8= Di&|OX,|=0& K |24 (7)
i=1
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colorable. Without loss of generality, assuég ={u} and

G’ AG obtained by detecting the edge of uv and thesdfe
color 4. This implies that G-v is 4-1= 3colorabbnd

deva‘ < 2 and deg \)G‘ < 2 is 3 colorable by induction.

Reconstructing the edges deleted earlier and asgigolor-
4 to the edge uv, G achieves 4-edge coloring.

The Theorem: [ (AG - 1) edge coloring algorithm in O {n

time of the connection graph in question.
Proof: Need to show that, for any simple graph G,

AG <y(a)<s AG+ 1Where ¥ is the chromatic index.

Letk =AG+1 (k=4 in our case), therefore any vertex of G
satisfies the lemma above
= Edges from G can be eliminated one by one unti} onl
one edge if left => the resulting graph is K-edge-
colorable clearly.
= If n is the number of vertices, we hg¥s +1),

edge-coloring algorithm in O Tntime. Merging the
vertices of degree % impliesAn = O(m), where

m is no of edges => the edge coloring algorithm
runs in O (nm) time.
This concludes that the problem is NP-Complete dar
connection graph.
Let B, be the transmission power of noie Let G,

denote channel gain for nodés andY,, which depends on
the distance between nod¥s and Y, and path loss index.
Let N, be the thermal noise at the recei%rThe SINR at

receiverY, is given by

P,,G

X1 X1lY1

+ P, G
Z1#(X1,Y1)

In this model, the available channel (color) I1srieans that
K=11. For square topology (figure 10) if K = 4, thihe edge
fioloring problem is NP-complete. In random topologydes
ocated close to each other, so nodes get morddrgace
compared to square topology. Even though chroniadiex

for random topology is three, because of the ieterfce as
he algorithm uses 11 channels.

X1Y1 (8)

SINR =
N

Y1 Z1Y1

Define H A(G-V) such that all edges colored by i or j are

contained in G. For any vertex not i§,, the connected

component of H containing that vertex must be ah.pat

Interchange the color oK, andX; => [X;f+|X

becomes smaller => contradiction

=> G-v is 4-edg

Figure 7: Interference aware edge coloring for random
topology.

The part of the random topology is selected to shbev
interference aware edge coloring in figure 7. Thanmel 9
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assigned to link L1. So, the channel 9 cannot ergito
links L2, L3, L4, L5 and L6 because they are witlire
interference range. For random topology (figuref®=11,
then strong edge coloring problem is determinisied
colorable by finite number of colors by Vizing'stbrem

4.3 Routing based on SINR computation

In Traditional shortest path routing, the shortestte
between the source and destination is determineddban
the length of the path. The good routing protocas ho
compute the shortest path which satisfies the vidtig
criteria: minimum path length, minimum end-to-endlay
and maximum data rate. The good routing metric lshba
able to measure the link qualities and then hdipsrbuting
protocol in meeting the criteria. The design ofeavirouting
metrics for wireless networks is challenging duethte fact
that the wireless links are having the followingique
characteristics:

57
Vol. 6, No. 1, April 2014

4.4 Problem Formulation

The channel assignment algorithm is used as art toptie
SINR based routing and the routing algorithm fitlgs best
route from the user to any one of the gateway. Adgo
routing protocol has to find an optimal path with short
span of time and it should also reduce the updaguéncy
into the routing table to efficiently manage thetwark
resources. It must be able to guarantee some dé\alality
of service. Note that, the considered grid topologysists of
two gateways. If the value of SINR is high, theinidicates
that there is a low interference in that link. Tdast of each
link is estimated from the SINR computation (Ega®d the
capacity of each link is represented &y, . The capacity is

calculated using Shannon’s formula given in the atign
4.The flow of data from nodé&; to its neighbourY, over

wireless link(X,,Y,) is represented bf, . .

Packet loss:If two communicating nodes are located with P
. . . . N R — X1 T X1Ya >
greater distance or any obstacle in the environiteen it X1Y1 N_ + Z P G = (9)
leads to channel fading and increased loss ratitinks. oo z1 T z1Yy
17 (X1-Y1)

Packet loss causes more delay and reduces thetimatu

Packet transmission rate:Based on the load and loss ratioThe channel gairG

on wireless link, Packet transmission rate may Y&y time
to time.

Interference: IEEE 802.11b/g standard operating in 2.4GH

unlicensed spectrum may suffer from interferendereal to

x,v, IS estimated by a commonly used

modelG, ,, =d,, ™, Whered,, is the physical distance

between nodex,; and Y, anda is the path loss index. The

the wireless network such as microwave ovens ar%NRthreShC’ld is represented [y

Bluetooth. Also, data transmission on one link riragrfere
with transmission in neighbouring links. Thereforthe
routing metric should capture both inter-flow amtra-flow
interferences, to choose the interference free feathouting
packets.

The protocol interference model is used widely vam the
interference information and it can be easily aaplin
theoretical analysis. But the protocol interferemoedel is
not perfect when compared with the physical interiee
model. The SINR is based on the physical interfezenodel
and it is particularly based on the exact transredesign of
systems. But, it is quite complex and difficult apply in
graph theory based algorithms. In spite of the derity, the
SINR model fetches good accuracy in
calculation. Hence, the signal-to-noise plus imesce ratio

is proposedis a new routing metric to find interference on a (x1Ypce

wireless link. The SINR value is considered as st in
routing algorithms. Our objective is to reduce thil cost of
routing and at the same time to ensure that tted toad on
each wireless link is less than its capacity.

Using the channel assignment based on the grapmhirog|
the significant amount of reduction in the inteefece
observed on simultaneous transmissions. In genkalting
from source (end-user) to destination (gateway) rizdke
multiple hops, and the Mesh Gateway is connectéaltéonet
which provides broadband access to the source (se-
The routing algorithm retrieves the topology frorhet
channel assignment algorithm to accurately estirtfsecost
of the link. The SINR value of each link is caldeld and
stored into the database. The routing algorithmenegs the
SINR information from the database and the shortesge is
constructed based on the least interference path.

The cost of each link is estimated by interference
experienced on that link as a result of simultaseou
transmission and noise. The higher SINR value #tebthe
quality of the link. Therefore, our objective is neaximize
the SINR value and using the SINR based routingetover

all the packets transmitted to gateway by the esat nodes,
without exceeding the capacity of the link. The ®Ruoy
problem is represented as follows:

interference

Max >’ SINRyyy, (10)
X1,Y1
Subject to
leYl_ Z fY1><1:d><1DX1 bov (11)
(X1YCE
O < leYl < CXlYl (12)
frpy, 027 (13)

Where d; represents the data rate at which packets are
produced at node&X, per seconds. The equation 11 ensures

flow maintenance at each node. Second constramt 1&)
ensures that the flow of data on a link should exateed its
channel capacity. Third constraint specifies tlmg packet
flow is an integer value. When only the topologfpimation
is considered, the context is reduced to interfereaware
edge coloring problem. To provide fair and effitciealution,
the second constraint compares the traffic on e&®llink
with available capacity.
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Read Topology and Set
of active links from
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Table 1: Link cost estimation based on SINR

channel assignhme

Read SINR value

from Databas

Value Delivery rate Link Cost
SINR> -16dB 90 - 100 % 1
SINR -10dB to -15dB| 79 - 90 % 3
SINR -8dBto -10dB| 50-79 % 5
SINR < -8dB 0-49% 10

Assign link cos

Find route to gateway
node

Is any other No
gateway nodes

Yes

Fori=1toM

Estimate route cc

Estimate optimal route
cos

Establish route
connection

Figure 8: The proposed routing algorithm based on SINR

Algorithm: Proposed routing algorithm

Input: Network topology, active links and the SINR value

from the database

Output: Shortest path from end users to WMN Gateway

Algorithm

1. Read network configuration and set of activkdifrom

the channel assignment.
2. Set cost of all links to zero.

5. Simulation
5.1 Simulation Results: Channel assignment algorith

NS2 based simulation is used to simulate the latenice
Aware Edge Coloring problem. The NS2 version NS2.33
and, the patch for multi-channel multi-radio is luded.
Diverse types of topologies like square, randomewesed in
the simulation, and the comparison of the orthofohannel
inputs with POC inputs were observed. The area nkina

for our simulation is within 1000m x 1000m flat gri
topology. The physical distance between two nasi@90m

in square topology; the transmission range is 2f&0mall the
nodes and the interference range is 550m. Butyahdom
topology distance between two nodes can differ oarig.
Each node is equipped with multiple radios and data
transmission rate is 11Mbps. The thermal noise pasveet

to -90 dB; The Beta threshold is set to -16dB dredpgacket
size is set to 1000bytes. Free space path losslnisogsed to
predict signal strength. At -10 dB, network perfamoe is
optimal. The simulation was performed in 300s ahd t
traffic types used in our simulation are Ftp and.Ch

>N~
A

Chan

1
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3. Read SINR value from the interference database.

4. Covert SINR value to the link cost and assign dbst to
link. Minimum cost of any link i$ threshold (value 1).

5. Find the route to any one of the gateway (dastin).

6. If more than one gateway nodes are availabld, then
find the route with a least interference. i.e. @il route.

7. If not, then the route is established with gatgw

Table 1 shows link cost estimation based on medstidR
values. In Figure 8, algorithm of proposed SINR dohs

Figure 9: RandoniTopology

To evaluate the channel assignment algorithm, #tevark

throughput and the aggregate network capacity were

evaluated. In Figure 11, the network throughput floe
number of radios is compared and it has been obdehat,
the Interference Aware Edge Coloring channel assan
using 11 channels demonstrated the better throughil
spatial channel re-use. This shows that our meteiers

routing is represented.

the maximum throughput with more number of channels
When the number of radios and channels are inaledise
network throughput also increased. Figure 12 shdiws,
aggregate network capacity for WMN. As the network
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capacity is increased dramatically after 5 channéiss
clearly demonstrates that POC increases overailvamkt
performance in wireless mesh networks.

Chan 1 Chan 5

= Chan 8 Chan 11

Figure 10: Square Topology
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Figure 11: Throughput Vs Number of radios
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Figure 12: Aggregate Network capacity Vs. Number of
channels

5.2. Simulation results of Routing using SINR

We have used grid topology consists of 16 nodesvishio
figure 13 for interference aware routing. AODV riogt
algorithm is modified to use SINR value as a linktrit
instead of hop count to find the shortest route.ewlithe
source desires to transmit data to the destin&tibrdoes not
already contain the path to destination in its irgutable,
then it starts route discovery process. As pathefdiscovery
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The route request packet contains the link cosinfitbe
database, a RREQ identifier, the originator addréss
originator sequence number, the destination addredsthe
destination sequence number. The link cost conthmEost
to travel from the source node to the next hop ralso
contains the total cost that RREQ packet has tsadeso far.

To uniquely identify a route request, the RREQ I® i

combined with the source address. It ensures tiREQR
packet is rebroadcasted only once, even thoughntue
accepts the RREQ multiple times from its neighbprindes.
When the node receives the RREQ packet, it serdeotite
reply (RREP) back to the source node if it is tlestohation
with sequence number equal to or greater thanctivatained
in the RREQ. If the node has valid path to the idasbn,
then it generates RREP packet to the source naterdise,
the node rebroadcasts the RREQ packet.

The source address and RREQ ID are verified torertbiat
the RREQ packet has been received already. Ifrédeived
already, the packet is rejected. Upon receptiothefRREP
packet, the node will update or create its paththe
destination. The link cost is updated and RREP giaakil
be forwarded to the source node. Finally, the sourade
will receive the RREP packet, if path exists frdme source
node to the destination. The data packets aremitied to
the destination on the discovered path.

When the link break happens, the upstream nodeageips
the RERR packets to the source node. Upon recetviag
RERR, the source will reinitiate route discoverggess.

—— Channel 1 Channel 5
— Channel 6 Channel 8
Channel 11

Figure 13: Shortest path from user to gateway node
We assume nodes 0 and 2 are gateways and the ersdans

connected to router 14 and 9, the routing algorithm

calculated shortest path as shown in figure 13.fithging
algorithm finds route 9-8-4-GO and 14-15-11-7-3-@2
optimal and less interference path based on th&kSialue.

The shortest path 14-10-6-G2 based on the minimom h

count experiences higher interference level, packeps
may happen compared to the optimal path 14-15-31G2-.

process, the source sends route request packetEQRRNodes 1,5, 6, 9 and 14 are assumed as sourcepénul

throughout the network.

path to the Gateway is given by:
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Source 1: 1- GO Q9 -

Source 2: 6 — G2

Source 3: 5-4-G0O g

Source 4:9-8-4-GO0 7

Source 5:14-15-11-7-3-G2 @

§ p
100 - .
oo A v v v v . v . 5 5 ?
? &0 4 i s o 'g
s E 4 4
£ 70 - -
2
E 60 £ 3
T ]
E 30 2 —+—SINR Metric
a8 —4—STHR Metric - —=—ETT
F& ] —+—ETT ETX
g a0 ETX 0 — S
1“| 1 2 3 4 5 6§ 7 & 9 10 11
o4 .
1 2 3 4 5 & 7 &8 8§ 10 11 Number of Channels
Number of channels Figure 16: Routing Overhead

Figure 14: Packet Delivery Ratio versus Number of ~ Figure 15 shows how end-to end delay changes agaies
Channels number of channels. It includes the delay madehbyroute

_ _ _ _ discovery process and the queue delay. The roatirchead

The performance of routing algorithm is comparethvihe generated by our routing algorithm is shown in figds. It

ETX and ETT metrics as benchmarks. We evaluate the s how many times the packets are retransnitedto

follo_vwrfg metrics, to verify the performance of RN o interference on routing path. The routing oearh is
routing: _ _ _ estimated by number of retransmission needed per
1) Packet delivery ratio2) End-to-End Delay3) Rogti connection between an end user and WMN Gateway. The

Overhead. simulation results in Figure 16 show that our methequires

i lesser retransmissions compared to other two rsetdence,

230 the shortest path estimated using our SINR inteniee

} = SINE. Metric method is more reliable.

200 - SSETT 6. Conclusion
| . ETX

This work presents joint channel assignment andirgun
Wireless Mesh Networks which uses the POC in aulditd
the orthogonal channels and a new routing metrilecta
signal-to-noise plus interference ratio (SINR) waluNe
considered the channel capacity constraints foh egadfic
flow. From the simulation, we conclude that, Pdéstia
Overlapped Channels can improve the overall peidoca
of the network. Moreover, the comparison with ETXda
ETT shows the performance and the effectivenessRSIN
0 — T T T T T T T T metric and the proposed method. The frequency bzfnd
1 2 3 4 5 6 7 8 9 1011 IEEE802.11b/g is to be completely utilized. This theel
Number of channels supports more number of parallel transmissionfuture, we
are planning for the following cross layer framekor
1) Physical/Transport Cross layer design to adjin
The simulation results of routing algorithm is shmoiw figure transmission rate of the source to avoid congesitiothe
14, 15 and 16.Packet delivery ratio is estimateadiynting network. 2) Network/Transport Cross layer desigsupport
the number of packets delivered successfully to theaffic engineering.
destination. In figure 14, the packet deliveryadtr number
of channels is compared. It musé noted that the packet References
delivery ratio is increasing as the number of clehnn
increases and maintains the same PDR after 4 clsaf0&6
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