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Abstract: A MAC (Medium Access Control) protocol has direct The principal sources of energy consumption in W&

impact on the energy efficiency and traffic chagastics of any
Wireless Sensor Network (WSN). Due to the inhediiférences in
WSN'’s requirements and application scenarios, wiffe kinds of
MAC protocols have so far been designed especialigeted to
WSNSs, though the primary mode of communicationsvieless
like any other wireless network. This is the subjepic of this
survey work to analyze various aspects of the MAGtqmols
proposed for WSNs. To avoid collision and ensurkabgity,
before any data transmission between neighborimesiacn MAC
layer, sensor nodes may need sampling channelyemtir®nizing.
Based on these needs, we categorize the major MAGqale into
three classes, analyze each protocol's relativearstdges and
disadvantages, and finally present a comparativengary which
could give a snhapshot of the state-of-the-art tadeyuother
researchers find appropriate areas to work onpite ©f various
existing survey works, we have tried to cover atessary aspects
with the latest advancements considering the majks in this
area.

Keywords; Medium, Access, Energy, Latency, MAC protocol,metrics that need to be considered to evaluate

Collision, Wireless, Sensor, Networks

1.

Energy efficiency is one of the most critical issder any
Wireless Sensor Network (WSN). This type of netw@k

Introduction

collision, control packet overhead, idle listenirapd the
overhearing [1-2]. All these dominant parameteesratated
directly to the operating mode of MAC (Medium Acses
Control) protocols, which motivated us to study tlaious
protocols proposed for this layer.

Designing power efficient MAC protocol is one oktlways

to prolong the lifetime of the network. To find otite
advancements, achievements, challenges, and igsubs
topic, here, we present a study of the energyiefficMAC
protocols for wireless sensor network. We preskatitasic
concepts, the operating modes, and the charaaterisf
each protocol by scrutinizing the strong and thakvgoints

of each one of them.

The rest of the paper is organized as follows: iBec?
presents the different functionalities provided bgnsor
MAC protocols, the parameters that have to be densd to
design a good MAC protocol and shows some common
its
performances. Section 3 discusses the related ysirve
presented in this area. Based on the need of symhation
between neighboring nodes, this Section presents a
taxonomy that is used to categorize the existimyaeMAC
protocols. Sections 4, 5 and 6 present synchronous,
asynchronous and hybrid sensor MAC protocols,

often envisaged to be deployed in places where humgsgpectively. The main points of medium access raehef

beings may not get easy access (or, no physicasagrand
hence, the power sources of the sensor nodes cotlbe

all the reviewed protocols are then summarizedeictidn 7 -
this section discusses and compares these protoasésl on

recharged or replaced. In this scenario, the gladupe evaluation metrics presented in Section 2. Ifina

degradation of the batteries decreases the uskifaime of
WSNSs. There are various ongoing attempts to findraw
mechanisms from hardware perspectives, for
harvesting or for prolonging battery lifetime o&teensors to
allow the network the maximum possible longevityneEyy,
being a very important resource for the networljgration
for the intended period of time, there are in fagyeral
proposed solutions of energy conservation fromathgle of
communication protocols as well. In spite of thaibility
of such hardware and software or technical solstidhe
choice of energy conservation protocol still rersadiifficult.
Often, depending on the network characteristicsetting of
the application environment, choices are to be made
hardware solutions for battery technologies aflkestblving
to be more efficient, the researchers often focostlme
operational
efficiency issue in WSN. These are separate ardas
investigation and for our work; we would like toadyre this
energy-efficiency issue from the perspective otwgafe or
communication protocols or more specifically, Madiu
Access Control (MAC) protocols.

Section 8 draws the conclusions with some openareke
directions.

energy

2. MAC protocol Functionality, Design and
Metrics

At the end of network deployment, communicationkdin
between sensor nodes have to be established. Mateov
communication medium needs to be shared fairly and
efficiently. These main points constitute the objexs that
any medium access protocol has to achieve.

A. Mac Protocol Functionality

Depending on the network requirements and device
capability, MAC protocol provides different functialities.

or software techniques to address gnerfs discussed in [3] and [4], these functions cambid as

felow:
- Control medium access by determining the winner of
the medium at any time. Medium access represeats th
main function of wireless MAC protocols since
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broadcasts easily cause data corruption through each node and sent over the network towards the sin

collisions. node.

- Define the frame format, the time frame, and penfor - Average Packet Latency: is the average time taken by
data encapsulation and decapsulation for  the packets to reach to the sink node.
communications between devices. - Network Throughput: is defined as the total number of

- Ensure successful and reliable transmission between packets delivered at the sink node per time unit.
devices using acknowledgement (ACK) messages and .
retransmissions when necessary. B Mgdmm Access Methods _
- Prevent frame loss through overloaded recipiedf Wwireless sensor networks, controlling access the
buffers. channel, generally known as multiple access conplays a
- Use error detection or error correction codes tatrod K€Y role in determining channel capacity utilizatimetwork
the amount of errors present in frames delivered ®@elays and more important, power consumption. $oal

upper layers. influences congestion and fairness in channel usagMA
_ (Carrier Sense Multiple Access) and TDMA (Time-Bioin
B. Mac Protocol Design Multiple Access) are the most controlling channetess

In traditional wireless ad hoc network, MAC protteo methods in wireless sensor networks.
attempt to provide high throughput, low latencyirfass, CSMA (Carrier Sense Multiple Access) is the simpfesm
and mobility management, but often have little o nof medium access control in which nodes can tranat@ny
consideration for energy conservation. In wirelesssor time as long as there is no contention [11]. CSM be
networks, where sensor nodes are characterizetidilythe non-persistent op-persistent. In non-persistent CSMA, a
limited resources, multi-hop operation mode, anffedint wireless channel has to sample before any datartigsion
application requirements, MAC protocols however,stnuto determine if another device has already started
provide the best performance at the smallest amaoifint transmitting. If the channel is busy, a backoff rgpien has
energy consumption due to the limited energy resesur to perform before attempting to transmit again. Whie
available to each sensor node. Nevertheless, enemyannel is free, sensor node transmits its dataeittely.
efficiency and throughput are the major aspectsrnibad to In p-persistent CSMA, sensor node continues to sense th
be considered in MAC protocol design for wirelesshannel when the channel is busy instead of dedagimd
networks. According to [6], [26], for designing aagl MAC  checking again later. When the channel becomes $azesor
protocol for these networks, the following parameteave node transmits its data with probabilipy and delays the
to be considered: transmission with probability (p}. An extended version of
- Energy Efficiency: sensor nodes are battery powere€SMA, called CSMA with collision avoidance (CSMA/CA
and it is often very difficult to change or recharg attempts to avoid collisions by using a control saee
batteries for these sensor nodes. Sometimes it @gchange to reserve the wireless channel before dat@
beneficial to replace the sensor node rather thamessage transmission using the RTS/CTS (Requé&srtd /
recharging them. Clear to Send) mechanism. This method is usuallyemo
- Latency: this parameter basically depends on thesed. It does not require clock synchronization ghubal
application requirements. In some sensor netwotiopology information. Dynamic node joining and lesyare
applications, the detected events must be reptotdte  handled gracefully without extra operations. Howeve
sink node in real time so that the appropriateoacti RTS/CTS mechanism incurs high overhead of the aiann
could be taken immediately. capacity in sensor networks [9], [34] because, geatekets
- Throughput: depends on the application requirementsare typically very small in sensor networks.
Some sensor network applications require samplieg t TDMA (Time-Division Multiple Access) is a common
information with fine temporal resolution. In suchscheduling method which schedules transmission stinfe
sensor applications it is better that sink nodeeikexs neighboring nodes to occur at different times. Eaehsor
more data. node transmits data during its own time slot [ZBjus, it
- Fairness. related to the limited bandwidth, it is can solve the hidden terminal problem without extiessage
necessary to ensure that the sink node receivegerhead. However, TDMA has many disadvantages [27]
information from all sensor nodes fairly. like clock synchronization and scalability problem.

C. Mac Protocol Metrics

To evaluate the performance of MAC protocols, #émsearch
community considers some common metrics that nedskt MAC protocols for wireless sensor networks can be
considered [5-6]. However, each protocol has sommero classified into several categories based on théumedccess
specific metrics related to its design that alsechéo be mechanism. In [2], two classes have been provided:
evaluated. The common metrics are: contention-based protocols and schedule-basedqgmistdn
- Energy consumption per bit (joules/bit): can be defined [3], the authors classify the MAC protocols withetBame
as the total energy consumed divided per the tital manner as was presented in [2] and also they peowite
transmitted. Energy consumption is affected bytledl more sub-class under the two broad categories.dBase
major sources of energy waste in wireless sensbpw neighboring nodes organize access to the shared
network such as idle listening, collisions, confratket medium, the MAC protocols are classified in [22}toin
overhead and overhearing. random access, slotted access, frame-based, andd hyb
- Average delivery ratio: is the number of packets protocols. Another classification is given in [&here the
received by the sink to the number of packets skhge authors provide a thematic taxonomy and classify GMA
protocols according to the problems dealt with: estthed

3. Classifications of Sensor MAC Protocols
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protocols, protocols with a common active periogkgmble
sampling protocols, and hybrid protocols. In [THe tauthors
broadly classify the MAC protocols for wireless sen
networks into contention-based protocols, contertiee
(scheduled-based) protocols, hybrid protocols amémble
sampling protocols.

Another comprehensive state-of-the-art study of VWAIC

protocols is provided in [5]. In this study, thetlzars provide

a thematic taxonomy in which sensor MAC protocals a

classified according to the dealt problems. Thedistl
protocols are classified into three categories:edaled
protocols, protocols with common active periods] agbrid
protocols. The survey presented in [45] exploresektent to
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Wireless Sensor Network MAC Protocols

Synchronous
MAC Protocols

Hybrid
MAC Protocols

Asynchronous
MAC Protocols

which existing MAC protocols for WSNs can serve for

mission-critical applications. The analyzed protecare
classified according to data transport performarscel
suitability for mission-critical applications. Tledore, the
following two main categories are used: delay-awarth
four sub-classes (node-to-node decrease,

noded®-ndashion.

Figure 1. Classification of Sensor MAC protocols.

Synchronous MAC protocols attempt to organize ngarb
sensor nodes so their communications occur in dered
The most common synchronization method

guarantee, end-to-end decrease and end-to-end ngemya Organizes sensor nodes using time TDMA, where glesin

and reliability-aware with node-to-node increasedetto-
node guarantee, end-to-end increase and end-tdrefub],
the authors detail the evolution of WSN MAC protisceith
four categories: asynchronous, synchronous, frdotted,
and multichannel. These protocols have been ewlust
terms of energy efficiency, data delivery perforemnand
overhead needed to maintain a protocol’s mechaniBtAC
strategies for cognitive radio networks have alsserb
surveyed in [48]. This survey shows the fundamerdtd of
the MAC layer and identifies its functionalitiesancognitive
radio network. Classification of the cognitive MASotocols
is proposed with two main categories: Direct AccBased
(DAB) and Dynamic Spectrum Allocation (DSA). Thi¥k
also discusses the advantages, drawbacks, aneérfultsign
challenges of cognitive MAC protocols.

In [43], the authors focused their study on timedis issues
of slotted contention-based MAC protocols and pieva

comprehensive review and taxonomy of synchronousCMA

protocols. Based on the delay efficiency, the austlutassify
these protocols into two main categories: statiedale and
adaptive schedule. Dealing with mobility can posanyn
challenges in protocol design; especially, at th&Qviayer.
These barriers require mobility adaptation algonih to
localize mobile nodes and predict the quality oklthat can
be established with them. In this context, the anghin [47]
survey the current state-of-art in handling moiliThey
describe the existing mobility models and patterasd
analyze the challenges caused by mobility at theCMayer.
In [49], the authors outline the sensor networkperties that
are crucial for the design of MAC layer protocofglsstudy
some MAC protocols without giving any classificatio

Now, after having some background, here we present
representative MAC protoco

discussion on several
proposed in the previous works. As shown in Figuréhree
general classes for sensor network MAC protocofsepast.
These classes are principally based on one keymedea.
Some MAC protocols require that sensor nodes haveet
synchronized to perform their functions. Howeveoms
other protocols do not need this requirement ahddasor
nodes have medium access without
Moreover, other MAC protocols allow sensor nodes
switch between these two previous modes accordinipet
traffic behavior and the sent packet type.

sensor node utilizes a time slot. Organizing semsmdes
provides the capability to reduce collisions andssage
retransmissions at the cost of synchronization atate
distribution.

Asynchronous protocols attempt to conserve energy b
allowing sensor nodes to operate independently with
minimum of complexity and without clock synchrortipa.
While collisions and idle listening may occur anduse
energy loss, these kinds of MAC protocols typically not
share information or maintain state.

The hybrid MAC protocols combine the two previolessses
by allowing sensor nodes to use both synchronouws an
asynchronous mode.

4. Synchronous Sensor MAC protocols

Synchronous MAC protocols attempt to reduce energy
consumption by coordinating sensor nodes with ansom
program. This can be done by establishing transomiss
schedules statically or dynamically to allow nodgs
transmit data packets without collisions [50]. Mastthe
synchronous sensor MAC protocols use some form of
TDMA because the other forms of multiple accesshsas
frequency or code division, would increase the castl
power requirements of the sensor nodes [55], [Bg]using
a common program, the MAC protocol specifies which
sensor nodes should utilize the channel at any déintethus,
limits or eliminates collisions, idle listening, dn
overhearing. Nodes not participating in commun@rativith
its neighbors may enter in the sleep mode unty thave a
message to transmit or to receive and thus, caimizet
energy consumption. In the existing literature, esal
nchronous MAC protocols for WSNs have been pregos
ike [1], [23], [26], [29], [50-61]. Some of thesslutions
have been broadly surveyed in [3] and are diviadd four
subclasses, Priority-based, Tfierbased, Clustering-based,
and Slotted TDMA. Synchronous sensor MAC protocols
have one common aspect. Before any data packet
transmission, the peer neighboring sender andvexcaodes

synchronizatioﬁave to be synchronized [93]. Based on this aspeet,
t{)e'gard to these protocols as only one categorynansgurvey

in this section, the most significant of these pcots.
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A. Channel Access Protocols

In [23], the authors proposed three protocols using
priority of nodes or links calculated from a randéumction
to permit the channel access. The random functisesu
sensor node IDs and time slot numbers as inputegata
establish the priority within a two-hop neighborldodrhe
sensor nodes share their neighbor information aach e
sensor node maintains
neighborhood.

The first protocol proposed is called Node Actigati
Multiple Access (NAMA). NAMA uses distributed time
division, time is divided into blocks df, sections and each
section is divided intdP; parts. The parts contaif}, time
slots. A nodei chooses only one pagt, during which to
contend for a time slot to transmit data packetse €hoice
of a part is dependent on the density of neighladmsady
using that part, usually decided when the nodesjodn
network. In this protocol, the last section of edbck is
reserved for signaling messages that allow sensdesto
join the network. Each sensor node calculates risrity,
compares it with the priority of its neighbors ahetermines
who has access to the current time slot within gBasor
node’s chosen part. If a sensor node has the highiesity
among its two hop neighbors for the given time,slo¢n the
sensor node may transmit.

The second protocol called Link Activation Multipfecess
(LAMA) is a time-slotted code division medium acses
scheme using Direct Sequence Spread Spectrum (03&S)
25] code assigned to the receiver and the priaitythe
transmitter. Each sensor node gets a code assigmeda
finite set of pseudo-noise codes. During each tiog the
sensor node with the highest priority in a two-ho

NAMA protocol, may activate a link by using the eod
assigned to the receiver. Using orthogonal codéswsl

sensor nodes to communicate when they would noyma

interfere and using the neighborhood informatiorvents
collisions at the receiver.

The third protocol called Pairwise-link Activatidvultiple
Access (PAMA) is also a time-slotted link activatio
protocol based on a code division multiplexing sobeaising
DSSS code [24-25]. The links between sensor nodese
activated by assigning priorities to the links dndvarying
the codes and priorities of links based on theerirtime
slot. A communication link between two sensor nochas be
established if the link between the sour® énd the
destination ) node has the highest priority among all link

of nodess andd, and node source has the highest priority ot

its two-hop neighbors using the code assignednto (8, d).
Using DSSS allows nodes to communicate on diffecedes
without interruption and the protocol algorithm yeats
collisions on the same code by using the neightmtho
information.

The main advantage of these protocols is the amilis
avoidance and the sensor nodes need only locahiation
for channel access decision. But, the major dralwhafc
these protocols is in the resources required.hlfrotocols
require a sensor node to calculate the prioritieseach
neighboring sensor node and for each time slot;clwhi
consume more energy resources and decrease therket
lifetime. Also, in LAMA and PAMA, the sensor nodaeed
to have radios with spread spectrum capabilitiehjchv
increases sensor node cost.

R
neighborhood, calculated based on sensor node Ih as
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B. Sensor MAC protocols (SMAC)

This protocol is specifically designed for wirelessnsor
networks. The protocol S-MAC [26-27] aims to reduce
energy consumption, while supporting good scalgbdind
collision avoidance. S-MAC tries to reduce energy
consumption from all the sources that cause enwsgste,
like idle listening, collision, overhearing and ¢ah

information about its two-hopverhead. S-MAC consists of three major components:

periodic listen and sleep, collision and overhegarin
avoidance, and message passing.

The basic scheme of S-MAC is shown in Figure 2.hEac
node goes tsleep for some time, and then wakes up and
listens to find if any other node wants to talkittoDuring
sleep, the node turns off its radio, and sets artitm awake
itself later. The listening and sleeping time disatcan be
selected according to different application scersariFor
simplicity, S-MAC uses the same values for all tioeles.

NodeY Active Active

Listen + Receive

T

SYNC

Time

Sleep Sleep

Nodex
—— Listen

L

Active Active

Choose a schedule

Time

Sleep Sleep

Figure 2. S-MAC basic scheme.

Before starting its periodic listen and sleep, skasor node
has to choose a schedule and exchange it witreighbors.
First, the sensor node listens for a certain amotitime. If

it does not hear a schedule from another nodgndamly
chooses a time to go to sleep and immediately loasd its
schedule in a SYNC message, indicating that it gdlto
Sleep aftet seconds.

If the node receives a schedule from a neighboorbef
choosing its own schedule, it follows that schedylesetting

Hs schedule to be the same. It then waits fomaoen delay

ty and rebroadcasts this schedule, indicating thaillisleep

in (t — ty) seconds. Neighboring nodes form virtual clusters
to set up a common sleep/active schedule. If tvight®ring
nodes reside in two different virtual clusters yteake up at
listen periods of both clusters.

To maintain synchronization among neighboring nodes
sensor nodes periodically transmit SYNC messagetheat
beginning of the active period. The SYNC messadiesva
sensor nodes to learn their neighbors’ scheduldhespcan
wake up at the proper time to transmit a message. T

é'mprove performance, however, sensor nodes adopt th

chedule of their neighbors in several cases. Ifiode
currently does not have a schedule and hears a SYNC
message, it adopts the schedule and joins thealictuster.

If a sensor node hears multiple, sufficiently dihet
schedules, it adopts them all so as to allow conications
between different virtual clusters. A sensor noldat tdoes

not hear any SYNC messages from neighbors chodses i
own schedule. In order to detect new schedulesposerodes
periodically listen for a longer time period thaiables them

to detect neighboring schedules with high probibikEach
sensor node performs a simple contention avoidance
algorithm based on a random backoff to limit thenber of

YNC message collisions.

o receive both SYNC packets and data packetslidtes
period is divided into two parts. The first partréserved to
send or receive SYNC packets, and the second one fo
sending or receiving RTS/CTS packets, as shownigaré



International Journal of Communication Networks &mfdrmation Security (IJCNIS)

3. If a sensor node wants to send a SYNC packstaits
carrier sense (CS) [27] when the receiver begsieriing. It
randomly selects a time slot to finish its carsense. If it
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maintain an optimal active time under variable |[c&BdMAC
dynamically determines its duration. Every noddqahcally
wakes up to communicate with its neighbors and,tigees

has not detected any transmission by the end dirtfeeslot, to sleep again until the next frame. Meanwhile, new
it sends its SYNC packet. The sensor node folldwessame messages are queued. Nodes communicate with eheh ot
procedure when sending RTS, CTS, DATA and ACHKising a RTS/CTS/DATA/ACK mechanism, which provides

packets.

The RTS and CTS packets contain the message tresiomi
time, including time for the ACK packet, which petsnthe

other neighboring nodes that are not concerned thiih

communication to sleep until the end of the trassion. S-
MAC has been improved by the same authors in [Zfig

authors introduce the adaptive listening technigwbere

nodes, in the same virtual cluster, that overhe@T8&, can
wake up at the end of the data transmission toilplgszct as
the next hop. By doing this, the sensor nodes master a

message across two hops per frame time and decifease

latency. The authors also introduce a message &attion
option, called message passing that allows sensdesnto
transmit relatively larger messages as smaller nieags
using a single RTS/CTS exchange. Thus, if one feagm
becomes corrupt due to collision or channel erooty the
small fragment needs to be retransmitted insteddeoéntire
data message.

Active Period Sleep Period

CS SYNC CS RTS/CTS/DATA/ACK RADIO OFF

Figure 3. S-MAC frame format.

S-MAC offers several advantages like introducing #ctive
/sleep period allows optimization of energy constiom

both collision avoidance and reliable transmissitm.T-
MAC, A node will keep listening and potentially
transmitting, as long as it is in an active perida. active
period ends when no activation event has occuroedaf
additional period or timeout (TA).

Active Period Sleep Period
«+ > | | - >

CS SYNC CS RTS/CTS/DATA/ACK TA RADIO OFF

Figure 4. T-MAC frame format.

Figure 4 shows a T-MAC frame in which each nodestis
frame by waiting and listening. If it hears nothifgr a
certain amount of time (CS), it chooses a frameduale and
transmits a SYNC packet, which contains the timg! time
next frame starts. If the node, during the CS tilmears a
SYNC packet from another node, it follows the seahedn
that SYNC packet and transmits its own SYNC acewigi
Nodes retransmit their SYNC once in a while. THisves
new and mobile nodes to adopt an existing schedule.

If a node has a schedule and hears a SYNC packietawi
different schedule from another node, it must adogpth
schedules. It must also transmit a SYNC with itsnow
schedule to the other node, to let the other noaevkabout
the presence of another schedule. After synchrtoiza
sensor node starts its data transmission if tharetas still

The concept of message-passing, where long messagesfree during CS time. The active period ends in ezase if
divided into small frames also decreases the energyy eventoccurs during the TA time.

consumption. The free synchronization method minési
the problem of coordinating sensor nodes for comaoation
and may provide adequate synchronization and clogte
functionality for other protocols. We find also tHa-MAC
algorithm requires modest resources, such as mefioory
schedule offsets and timers for wakeup. Moreove]AC
can scale easily since the sensor nodes do noireeany
scalability coordination. S-MAC only coordinatesigieors

To improve message latency, T-MAC introduces a tew
called Future Request To send (FRTS) message \te Hud
same problem addressed by the adaptive listenoithigue
of S-MAC. Sensor nodes can use an FRTS packefdonin
the next hop that it has a future message to ganffa node
receives a CTS packet destined for another nodseritls
immediately an FRTS packet. The FRTS packet costdia
length of the data that will be sent. A node mustsend an

using beacon messages, so sensor nodes do notttav@RTS packet if it senses communication right atter CTS.

forward or share large amount of state information.
However, S-MAC has some disadvantages. Sensor cartle
follow multiple schedules, which results in moreergy
consumption via idle listening and overhearing; bweder

A node that receives an FRTS packet knows it wallthe
future destination of an RTS packet and must bekavigy
that time. The node can determine this from theingm
information included previously in the FRTS packet.

nodes may die faster and cause segmentation almg To avoid collision between the FRTS and the datekea
borders of the virtual clusters. The static dutgleyof S- that follows the CTS, the data packet must be posg for
MAC can consume more energy and limit the protacol'the duration of the FRTS packet. The initial senoleRTS

performance. The duty cycle can be set based oactegh should send a small Data-Send (DS) packet to predae

application requirements, but S-MAC does not ad@pt channel during the FRTS duration. After the DS gack

environment changing. Also, S-MAC does not expecrt tmust immediately send the normal data packet. T-MA€D

control virtual cluster size throughout the netwovlarying considers the buffer size priority of the sensatenand gives
cluster sizes have several impacts on the pro®cothe possibility to control the channel to the sensude that
performance and large clusters can increase thesames has a full buffer. This sensor may immediately sendRTS
latency. message after receiving an RTS message from arsgheor
C. Timeout MAC protocol (T-MAC) node, which allows it to can limit buffer overflow.

T-MAC protocol [1] extends the protocol S-MAC. T-MA
tries to reduce the idle listening by using a Jagaactive
period instead of using a fixed duty cycle schedul€o

D. Adaptive Coordinated Medium Access Control (AC-MAC)

AC-MAC [29] introduces the adaptive duty cycle stiee
within the framework of S-MAC. This protocol trieg®
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improve latency and throughput in high traffic Ieagituation
while remaining as energy-efficient as S-MAC. Aswh in
Figure 5, AC-MAC based on the number of packetuugde
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In order to adapt to the traffic load, a node'sterat is
updated during each period using the local traffic
information available at the node and exchangethextend

at the MAC layer, allows sensor nodes that haveugde of each period. P-MAC uses pattern technical updamilar

packets to introduce multiple data exchange perigglag
one SYNC frame.

Frame
« >

Listen | Listen ‘

CS SYNC CS RTS/CTS/DATA/ACK Sleep CS RTS/CTS/DATA/ACK Sleep -

Figure 5. AC-MAC frame format.

In the beginning of each duty cycle, each sensaileno

calculates the number of the message queued INAE

layer and announces this value in the first RTSkgasent
within the SYNC frame. Sensor nodes that receiie RTS
message can then calculate the duty cycle to ugenwthe
virtual cluster for the current SYNC period.

To optimized latency and throughput, AC-MAC prosde

sensor nodes with many buffered messages a priedigh
sensor node calculates its random backoff valuen fl@
contention window whose size varies inversely prapoal
to the amount of traffic it has buffered. To sinfplithe
protocol, sensor nodes only adopt one scheduleSy&C
period.

E. Pattern MAC (PMAC)

P-MAC [30] is a time dotted’ protocol like S-MAC. P-
MAC adjusts its duty cycle based on traffic coratis

allowing sensor nodes with more data to utilize enslots
than sensor nodes that have no data to transmis-MAC,

a node can stay awake for certain duration of & siot, and
go to sleep in the remaining duration. In P-MAQ)aale can
either be awake or asleep during a time slot.

In this protocol, sensor nodes share their propstessh and
awake times for the next frame through a patterrish

procedure. A sensor node gets information aboutthigity

in its neighborhood beforehand through patternseBaon
these patterns, a sensor node can put itself ilbm sleep
for several time frames when there is no traffic the

network. If there is any activity in the neighbooitlp a node
will know this through the patterns and will wakp when
required. Thus, P-MAC tries to save more power tifa of
SMAC and TMAC, without compromising the throughput.

A dleep-wakeup pattern is a string of bits (zero or one)

indicating the tentative sleep-wakeup scheduleaf@ensor
node over several slot times. Bit 1 in the strindi¢ates that
the node intends to stay awake during a slot tiwfgle O

indicates that the node intends to sleep. For elanmp
pattern of 0010 for a node indicates that the sensde
tentatively plans to be asleep for two consecusiee times,
stay awake in the third and go to sleep in thehfofthis

pattern is only a tentative plan and it can be gkdn

to TCP (Transmission Control Protocol) window grbwaind
each node generates its update pattern accordintheto
following sequence:

1, 01, 001, 0001,

In the first period, the working pattern of eachdeas 1,
which expects that the traffic load is high at teginning
and each node should be awake. If there is notdasand
during the first time slot of bit 1, then it indies that the
traffic load is potentially low and sensor node @Wioupdate
its pattern to 01. With the same manner, if thessemode
has no data to send during the second time slopdates its
pattern to 001. This update continues by increashmy
number of 0 until the number of 0 bits in the updapattern
reaches a predefined threshold R. After this thieshthe
number of O bits could increase if there is no dataend
during period 1 until the number of 0 bits reach&sime
slots. A sensor node’s pattern immediately increase 1
whenever it has messages to send. Sensor noddsrbns
update their pattern based on current conditions rdmain
in operation according to the previously sharededale.
The sensor node shares its current pattern in #igerp
exchange slots at the end of a frame using CSMA.

Node’s pattern is performed and exchanged accortbng
PMAC frame presented in Figure 6. PMAC frame cstssi
of two sub-frames. The first is called Pattern Re¢pEme
Frame (PRTF), during which each node repeats iteeou
pattern and during N time slots, these time slodsraserved
to send data. At the end of these N slots, PRTF dmes
additional time slot during which all the sensordes stay
awake. This special time slot is used to speed up
communication and to broadcast messages, whichr®ccu
after the regular data slots.

PETF

44— Nslots — 5 1slo

Figure 6. PMAC frame format.

The second sub-frame is called Pattern Exchangee Tim
Frame (PETF), during which new patterns are excedng
between neighbors. PETF is also divided into varitme
slots reserved to exchange the new patterns gededating
PRTF at each node to reflect the latest traffiorimfation.
The last generated pattern during a particular PBdomes
the pattern for the next PRTF, and will be advediso the

according to the patterns of its neighboring nodeseighbors during the PETF. The pattern is cychcall

Consequently, sleep-wakeup schedule for a noderisedl
from its own pattern and, the patterns of its nkang
nodes. Also, the pattern is defined as string ofbits
indicating the tentative sleep-wakeup schedulengdutine M
time slots of the upcoming frame. (N < M) then the
pattern has to expand to fill the entire frame. &mmple, if
N= 0010 and M= 10 time slots, the tentative patisilh be
then, 0010001000.

repeated during PRTF such that each time slot hes o
pattern bit assigned. Patterns received from iighiers
during the preceding PETF are also repeated insthree
way. If a node receives no new patterns from sofmiso
neighbors during the preceding PETF (probably doe t
collisions), it then repeats its old patterns.

PMAC offers a simple way to advertise messagesfamd
schedules between sensor nodes in a neighborhdeal. T
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capability to quickly adapt to changing traffic ditions

may also make PMAC an attractive choice for a senst
network deployment. However, the schedule generatic
algorithm has several possible disadvantages., Fmhe
sensor nodes may not receive an updated patterntadue [ 'Sensing Siesp | Semsing - Datasending  Source

Data sending Sleep Sensing + Waiting Sleep Neighbor
&

>

channel errors while others correctly receive théate. This T l >
may lead to different schedules present in the san _— 5 — _ﬁn? ; -

. . . - . . e1Ss: ee] E11S11| atl dla recervin; : :
neighborhood and cause collisions, idle listenamy] wasted = i - i Destination

>

transmissions. Also, the functionality of the pibrelates
directly to the traffic intensity. Each time thenser node

operates in an active time slot, it performs thtgpa update C utili ft . . | hod
algorithm. During times of high traffic intensitythe B MAC utilizes software automatic gain control amatho

processing requirements may become large as th{:“orserplc Clear C_hannel Assess_ment (CCA), Whi(.:h apqurately
node operates in many active time slots determines if the channel is clear, thus effecyiveloiding
' collisions. This is a necessity so that the noden ca

5. Asvnchronous Sensor MAC brotocols differentiate between a noise and a signal, dubddact that
) y P ambient noise is prone to environmental changess &h

Unscheduled MAC protocols offer the advantage oichieved by taking signal strength samples wherctia@nel
simplicity, without having to maintain and sharatet of is assumed to be free, such as immediately afiestnitting
neighboring nodes. Protocols in this category wagethe & packet. These samples are stored in a FIFO caredi¢he
next hop node by continuously sending preambles #&tedian of the queue is added to an exponentialighted
packets, and thus eliminate the synchronizatiomtmad.A moving average with decay. This value gives a airl
good number of asynchronous protocols are propesed accurate estimate of the noise floor of the channel
MAC layer solutions for WSNs. Some of these proteco Effectively, a node, before transmission, takesampde of
have been surveyed in [43] and discussed under ghe channel. If the noise is below the noise fltlog, channel
categories. Static wake-up preamble [34-35], [36]-70], Is clear and it can send immediately. This mecmnis
[72], Adaptive wake-up preamble [32-73], [74-79]permits to increase the reliability of channel assgent and
Collaborative schedule setting [80-82], Collisicesolution provides a great deal of flexibility through a mool
[83-84], Receiver initiated [65], [85-87], and Adipation interface that allows the sensor node to changeyman
based [39], [88-90]. Earlier, in [3], these protiscavere oOperating variables in the protocol, such as detay backoff
classified into four categories: Multiple transasiv[10], Values.

Multiple path [8], Event-centered [38], and Encardtased A key challenge of B-MAC is implementing check invals
[65]. Irrespective of the subclass to which a peoto that are very short, which ensures a reasonabfghefor the
belongs, synchronous MAC protocols use the sanm@eamble. Carrier sense duration also has to beshent so
techniques, such as channel sensing and chaneeVatien that receiver does not have to spend too much gnerg
messages to mitigate the effects of the commonlgmub listening to the communication channel. A carriense must
like a higher rate of collision, idle listening,choverhearing. be accurate to reduce latency of transmission avedgg
For this reason, we prefer to simplify the classifion and consumption at sender.

consider these protocols under only one main cayettmw, The Low Power Listening (LPL) approach used by B™MA

let us know about the most import asynchronous MA®hich employs a long preamble is suboptimal in teroif
protocols. energy consumption, is subject to overhearing, el as it

introduces excess latency at each hop [37]. Tteseisis
A. Berkeley MAC Protocol (B-MAC) threefold. First, the receiver typically has to wtie full
B-MAC [34] is a contention based MAC protocol. LiKg5]  period until the preamble is finished before theTAA ACK
and [36], B-MAC uses a preamble to wakeup sleepingxchange can begin, even if the receiver has wakeat the
neighbors. Sensor nodes, in this protocol, indepetlyl start of the preamble. Second, LPL suffers from the
follow a sleeping schedule based on the target dytle for overhearing problem, where receivers which are thet
the sensor network. Since the sensor nodes operate target of the sender also wake up during the losgupble
independent schedules, B-MAC uses very long preesrfok  and have to stay awake until the end of the preanbfind
message transmission. The preamble length is pdvats out if the packet is destined for them. This wastesrgy at
parameter to the upper layer. The source nodemiggs all non-target receivers within transmission rarafethe
long enough preamble causing the destination nadewp sender. Third, because the target receiver hasaibfer the
and sensing it. Sensor nodes that sense this sign@in full preamble before receiving the data packet, ghe-hop
awake to receive the data following the preamblesturrn to  latency is lower bounded by the preamble lengtherOx
sleep if they do not detect activity on the chanBsfore multi-hop path, latency can accumulate to become
transmitting, sensor nodes wait a random periotinoé to  substantial.

prevent any collision.
Figure 7 shows the communication mechanism of B-MACS: WiseMAC Protocol

If a source node wishes to transmit, it precedes dhta WiseMAC [32-33] is CSMA-based medium access control
packet with a preamble that is slightly longer thiae sleep protocol. It uses the preamble sampling technicif fo
period of the destination node. So, the destinatiode, at Minimize power consumption when listening to aneidl
some point during the transmission of the preamblg, medium. In this technique, a preamble precedes dath
wake up and detect the preamble; it has to remaake to packet for alerting the receiving node. All nodesinetwork
receive the data packet. sample the medium with a common period, but tredative

Figure 7. B-MAC communication mechanism.
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schedule offsets are independent. If a node findsriedium
busy after it wakes up and samples the mediunuriticues
to listen until it receives a data packet or thedimme
becomes idle again. The preamble transmission (ifyeis
initially set to be equal to the sampling perisg)(

Data sending Sleep S Sleep S Neighbor
Sp Sleep Sy Data sending Source
Sp Sleep Sp Sleep Sp Datareceiving  Ack  pagtination

>
>

Figure 8. WiseMAC communication mechanism.

However, the receiver may not be ready at the dnthe
preamble, due to reason like interference, whialsea the
possibility of over-emitting type energy waste. Mover,
over-emitting is increased with the length of thregmble
and the data packet, since no handshake is dorre thet
intended receiver.

length of the preamble. This method uses the kraydeof
the sleep schedules of the neighboring nodes. Tuesa
learn and refresh their neighbor's sleep schedulend
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same communication range.

C. A Short Preamble MAC (X-MAC)

X-MAC [37] is a low-power MAC protocol that strivet®
overcome the shortcomings of the long preamble byed-
MAC [34]. X-MAC uses a shortened preamble approauth
includes the ID of the target sensor node in tleamble. So,
non-target receivers can realize that they arecnaterned
by this transmission and quickly go back to sle&pis
solution addresses the overhearing problem. Howexer
MAC introduces the strobed preamble. This appreadicivs
the target receiver to interrupt the long preanalslesoon as it
wakes up and determines that it is the target vecethis is
accomplished by dividing the one long preamble m&®ries
of short preambleS,) packets, each containing the ID of the
target node (Figure 9). Accordingly, instead of dieg a
constant stream of preamble packets, the protatsgris
small pauses between the series of short preansulkets,
during which time the transmitting node pausesidtemh to
the medium.

To reduce the power consumptic-

incurred by the predetermined fixed-length preamble -Limﬂ -Listﬁn- Listen  Data sending
WiseMAC offers a method to dynamically determine th

Source

>

1

Listen Ack  Data receiving

Destination

>
>

Figure 9. X-MAC communication mechanism.

every data exchange as part of the acknowledgement

message. So, each node keeps a’ta_ble of sleepuhedl  Thege gaps enable the receiver to send an early pe@Ket
its neighbors. Based on this table’s informatidie sender 5. to the sender by transmitting the ACK during short

node schedules transmissions by choosing the mimim

requirement preamble. To decrease the possibility
collisions caused by that specific start time ofkerap
preamble, a random wake-up preamble is advisechvoal
the clock drift between the source and the destinata
lower bound for the preamble length,) is calculated as the
minimum of destination’s sampling period,f and the
potential clock drift with the destination whichasmultiple
of the time since the last ACK packet arrival. Fegg8 shows
the communication mechanism of this protocol. Wis€M
has been extended a bit in [13]. This improvemédlotva a
common destination node to automatically stay avatkie
end of the wake-up period, when more traffic hasbéo
handled, which improves the delay cases.
According to the simulation results [32],
performs better than one of the S-MAC variants. &teer,
its dynamic preamble length adjustment results étteln
performance under variable traffic conditions. lidition,
clock drifts are handled in the protocol definitiavhich
mitigates the external time synchronization requeat.
However, the decentralized sleep-listen scheduliigch

bause between preamble packets. When a sendevezegi

ACK from the intended receiver, it stops sendingamnbles
and sends the data packet. This allows the rectiveut the
short excessive preamble, which reduces per-hepdgatand
energy spent unnecessarily waiting and transmitting
However, the non-target receivers, after going ackleep,
may wake up and sense the medium for several ewhde
the data transmission is not yet achieved whichtegas
energy for these nodes.

D. Spatial Correlation-based Collaborative MAC protocol
(CC-MAQC)

CC-MAC [38] attempts to conserve energy, while iflitig
application requirements, by utilizing the knowledthat

WiseMACSsensor nodes located near each other generatelatedre

measurements. To achieve energy savings, CC-MA€&xdil
measurements from highly correlated sensor nodeanin
effort to reduce the number of messages the sereaiork
must handle.

The authors introduce an analytical framework tegtigate
the relation between the positions of sensor nadethe

results in different sleep and wake-up times fochea event area and the event estimation reliabilitysesh on
neighboring node represents the main drawback @nalysis within the framework, the authors introglutie
WiseMAC. This is especially an important problenr folterative Node Selection (INS) algorithm that cesata
broadcastype of communication, since broadcasted packégmple topology for the sensor network to explpiatil
will be buffered for neighbors in sleep mode antlvdeed correlation and filter correlation between the reod€hus,
many times as each neighbor wakes up. However, tHNS creates a correlation region defined by itsreation

redundant transmission will result in higher lateaad more
power consumption. In addition, WiseMAC may suffeore
from the hidden terminal problem. That
WiseMAC is based on non-persistent CSMA. This peobl
will result in collisions when one node starts tansmit the
preamble to a node that is already receiving amatbde’s
transmission where the preamble sender is not mithe

radius, based on statistical information about #emsor

network deployment. Sensor nodes closer than the

is becauseorrelation radius produce correlated data. Theeefd a

node transmits data, the nodes in its correlategion are
not required to send data. This algorithm is etestipy the
sink during the network initialization to calculatend
distribute the correlation radius throughout themoek.
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CC-MAC consists of two components: the Event MACG (Epacket will be sent to the sender of the CTS imuatety. To
MAC), which filters sensor node measurements tauced overcome the disadvantages of anycast, such aserhigh
traffic and the Network MAC (N-MAC), which forwardee RTS/CTS overhead and route stretch, CMAC converges
filtered measurements to the sensor network sinkreM from anycast to unicast once it establishes contatit a
specifically, E-MAC is executed when sensor nodaeta/do receiver having a sufficiently good routing metric.

transmit its sensed data to the sink, while N-MAE iAs discussed above, CMAC has three main components:
performed when a node receives data from anothd® aad Aggressive RTS equipped with double channel chexk f
tries to forward it to the next hop. channel assessment, anycast to quickly discoverveafder,
E-MAC reduces the traffic generated in an area &yitg and convergent packet forwarding to reduce the astyc
only sensor nodes separated by at least the ciorela overhead.

distance measurements. Other nodes periodicalgpste In the aggressive RTS, CMAC uses multiple RTS picke
save energy and awake to forward messages. Cedelaseparated by fixed short gaps instead of a longmide. The
sensor nodes rotate the role of generating measmtsno short gap allows receivers to send back CTS packais\C
balance energy consumption throughout the netw®eksor sends all RTS packets without clear channel asssgsm
nodes get elected as active nodes and to reprébent (CCA) except the first one. In very low duty cyclemdes
correlated sensor nodes by winning contention foe t must assess the channel very quickly each time teke
wireless medium. E-MAC modifies the standardup. However, if the receiver wakes up during the ga
RTS/CTS/DATA/ACK scheme by introducing a First Hopbetween two RTS transmissions, it may miss the BUiSt.
(FH) bit into the control packet headers. The semmmle So the authors propose to use double channel chbih
actively reporting measurements sets the FH bitrwlte works by assessing the channel twice with a fixrisho
transmits messages so that other nodes can decideseparation between them each time a node wakes up.
generate measurements or not. If a sensor node rites The anycast mechanism is used to send the RTS lulrste
belong to any correlation region, it will then begb also more than one node in the forwarding set may tmefdy to
generate measurements. Once the originating serae the same RTS, and the one closest to the destinsitiould
has transmitted its sensed data, the FH bit getsed and be elected to receive the data packet. The CTSrtrssions
the message will be forwarded using N-MAC protocol. are prioritized according to the routing metricccohtending
After removing the redundant data present in migtip nodes. Nodes with better routing metrics sends @dkets
measurements by E-MAC, N-MAC forwards it from saurc earlier, while other overhearing nodes cancel tH@irS
nodes to the sink. However, the forwarded traffiaym transmissions accordingly, and nodes that can nfistke
become more important. To compensate for this, N@VIA progress are excluded.

protocol transmissions take preference over E-MAQo overcome the shortcomings of anycast like owmthef
transmissions through the use of smaller backoffdaivs anycast RTS/CTS exchange, the authors propose mmnte
and inter-packet times in same way that the PCHn{Po packet forwarding. In such mechanism, the node neithain
Coordination Function) in IEEE 802.11 receives erefitial awake for a short duration after receiving a daeakpt. If
access to the wireless channel over the DCF (bigkd the latest anycast receiver has a routing metasecto the
Coordination Function). best, CMAC will use unicast and send the data tjrdo
The simulation results show that CC-MAC can achi@ve this node without using RTS/CTS packets.

good balance of low energy consumption and faverabThe experiment and simulation results show at lawyd
traffic performance compared to the other protacolgycles that CMAC achieves the throughput and latenc
Additionally, the analytical framework proposed this performance and outperforms other energy efficient
protocol allows users to apply the CC-MAC protod¢ol protocols like BMAC [34], SMAC [26] and GeRaF [28Y.
applications with various data fidelity requirem&nCC- The issue here is that a lower duty cycle MAC peotaan
MAC, however, requires that sensor nodes possesbtain  save energy, but low activity levels place a liroit the
ranging information about their neighbors in order N- protocol's complexity, the possible network capacitnd the
MAC to filter data from correlated sensor nodes. message latency.

The computational resources required by the INSraklgn

may also limit the application of the protocol. Feample, 6, Hybrid Sensor MAC protocols

if the number of sensing events increases, the heaer _ )

associated with computing the correlation radiusd arflybrid MAC protocols aim to leverage advantages and
distributing throughout the network increases. Famge Mitigate the disadvantages of the synchronous and

networks, this overhead may become significant. asynchronous protocols two. These protocols tryadapt
their behaviors according to the traffic loads guatterns.
E. Convergent MAC protocol (CMAC) Several protocols of this category [12], [14], [2}44] can

CMAC [39] uses unsynchronized wakeup schedulingnait be found in [7].

predefined idle duty-_cycl_e. In this We_\ke-up schédyl A. Zebra MAC Protocal (Z-MAC)
scheme, the sleep period is fixed according tadtitg cycle ]
and active period. Instead of a long preamble tivate the Z-MAC [17] combines TDMA and CSMA. It adapts to the
receiver, CMAC uses aggressive RTS. To detect B8, R level of contention in the network. Under low cemtion, it
nodes periodically wake up and double check thawsigfor Pehaves like CSMA, and under high contention, TKEMA.
activities. CMAC initially uses anycast to transiitckets to  £-MAC uses CSMA as the baseline MAC scheme and aises
a potential forwarder that wakes up firstwake candidate TDMA schedule to enhance contention resolution asgign
receivers will contend to be the anycast receivgr Hime slot during the network deployment phase. dtthors
prioritizing their CTS transmissions according theit —2adopt a centralized channel reuse scheduling &hgori16].
routing metrics to the sink. After receiving CT®getdata After the time slot assignment, each node reuseastigned
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slot periodically in every predetermined period|ezhframe.
The owner node is a node that is assigned to adioteThe
others are non-owners of that slot. In the adopigdrithm
[16], more than one owner per slot may exist anol hedes
further than two-hop neighborhoods can own the stime
slot.

Z-MAC uses priority scheme to switch between CSMaAl a
TDMA depending on the level of contention. A seansode
may transmit during any time slot. It samples tharmel
and transmits a packet when the channel is cleawekder,
an owner of that slot always has higher prioritgioits non-

98
Vol. 6, No. 2, August 2014

Contention Free Period (CFP).This beacon permies th
devices synchronize themselves for accessing thangh.
The authors use the beacon-enabled mode and pr@pose
modified beacon frame by assigning TDMA slots tosse
nodes during the CAP period (Figure 10).

To determine the limit between TDMA and CSMA in CAP
period, the authors consider two parameters: cHanne
utilization level in CAP and the amount of pendidata in
nodes’ queues. To determine the queue state, diffltent
values have been utilized by using three resenitsdob the
standard data packet header. These values definguiue

owners in accessing the channel. The owners arengivstate level meter which indicates the fraction oéug being

earlier chances to transmit and their slots areechaled a
priori to avoid collision, but when a slot is nat iise by its
owners, non-owners can steal the slot.

During the deployment phase, each sensor nodeslétn
two-hop neighbors, assigned to a time slot, chodseime
frame and forwards its frame size and slot numbéisttwo-
hop neighbors. In transmission phase, sensor naddde in
one of two modes: Low Contention Level (LCL) or Hig
Contention Level (HCL). A node is in HCL only whén
receives an Explicit Contention Notification (ECMEessage
from a two-hop neighbor within the last period. &thise,
the node is in LCL. A node sends an ECN when
experiences high contention based on the packstrime.
ECN permits to avoid the problem of hidden hosMZC
uses backoff, CCA and LPL interfaces of B-MAC [34]
perform its LCL and HCL.

Z-MAC requires local clock synchronization only amgo
neighboring senders and when they are under
contention (HLC).
RTP/RTCP (Real-Time Transport Protocol) [15]
implement this synchronization. The performanceultes

occupied. Thus, each node gives the coordinatoroee m
accurate description of its queue state. The coatdi
maintains the queue state of network nodes in lacealy
structure. Each array cell belongs to one netwarétenand
has the initial value of 0. Each time a data patketceived
the coordinator checks the queue state of the sgnubde
and updates its corresponding array cell. The ablann
utilization is evaluated as a simple function ofmier of
used slots, number of unused slots and number ai$ sl
having collision.

Two cases explain the decreasing of channel uiiiza
increasing collisions and reduction of used slbtghe first
case, the coordinator checks the queue state wafags and
assigns TDMA slots to the nodes in descending avfigreir
gueue state values. In the second case, whenwhehiannel
utilization is caused by the decreasing of the uskds
number and low collisions, the TDMA period lengtioald

higie shortened.
Z-MAC adopts a technique fromin this protocol, when a TDMA slot is assigned taae, it
tawill not be authorized to send data in the CSMA/@dtiod

in the same beacon frame. Thus, number of nodes

show that Z-MAC outperform B-MAC under medium toparticipating in the contention is decreased andefe

high contention while it shows competitive, bughlily less
performance than B-MAC under low contention (espiégi
in terms of energy efficiency). According to thetlaars, Z-
MAC finds its utility in applications where expedtalata
rates and two-hop contention are medium to high.

Beacon Beacon

A [FRR T =

< L

Beacon

Figure 10.Hybrid-MAC communication mechanism.

B. CSMA/TDMA hybrid MAC Protocoal (hybrid-MAC)

In this protocol [41], the authors propose a hybMdC
protocol based on IEEE 802.15.4 standard [42]. rThiin

idea consists of adding a dynamic TDMA period int

contention access period of this standard. IEEE.1802
standard has two operational modes, non-beacon mode

beacon-enabled mode. In non-beacon mode, chanoetsc . .
ad because, sensor nodes need to strictly follow gsgaed

is only based on CSMA/CA. But in beacon-enabled &)
beacon frame has to transmit in specified timervatis by
the coordinator. The beacon frame is divided imoaative
and an inactive period. Devices are in sleep madingl the
second period for energy saving purposes. Theeagiviod
also consists of a Contention Access Period (CAR) a

collisions occur. Moreover, TDMA slots are only igeed to
nodes having queued data, thus permitting to avb&l
common problem of under-utilization of slots in TBM
methods. However, the main advantage of this pobtoc
resides in the use of coordinator node.

7. Critical Issues to Know About Performance

In this study, we have noticed that each MAC protoc
proposed for sensor networks tries to minimize g@per
consumption by reducing collisions, limiting idlistening,
and overhearing. Synchronous MAC protocols reqthia
sensor nodes expend some considerable part ofghergy
to share state and maintain synchronization.

Additionally, the extent and frequency to which thensor
network undergoes organization and reorganizatiam c
greatly affect its performance. However, the proteof this
class may allow sensor nodes to remain asleepofuger
periods of time and forward messages with lessrteff@an
6hose using unscheduled MAC protocols since thesaen
node has some indication of its neighbor's actieefs
schedules. Nevertheless, Synchronous MAC protdtale
obvious disadvantage in scalability and adaptgbilihis is

communication time slots in case of TDMA scheme and
require frame synchronization which involves the
complicated tasks of slot allocation and schedule
maintenance. Figure 11, Figure 12, and Figure I®ige
qualitative performances of MAC protocols. Each veur
qualitatively represents the tendency of different
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performance metrics (energy, latency and throughgaihe
traffic load changes. The dashed horizontal linalitatively
represents the medium level of each metric. Figlt
presents the qualitative performances of synchrerndAC
protocols. This kind of protocol has a good perfance in
terms of energy comsnption when the network traffic lo:
is low. The energwaving performance decreases with
increasing traffic load and reaches an unaccepthvel
when the network’s lifetime becomes too st
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Figure 11.General performance understanding
Synchronous MAC protocols performan.

With the increasing traffic load, on the other harnlde
latency is increasing due to a heavy traffic [91], and
end-toend delay will be prolonged. Thus, the througt
curve is moving up and eventually stezed at certain level
when the traffic load becomes high due to the qug
traffic.

Asynchronous MAC protocols are characterized byirt
simplicity. Neighboring sensors nodes do not neec
schedule common active/sleep plan; thus, minimi
resource ulization within a sensor node and eliminating
protocol overhead. However, coordinating neighlmp
sensor nodes for communication becomes a primauctifun
of these protocols. Using the preamble to estabitsk
communication between neighboring nc eliminates the
synchronization need but may increase the oventgand
thus, energy is wasted due to the long preamble.sbme
protocol, this energy waste can be mitigated ushgrt
preamble.

Hybrid MAC protocols combine the qualities of theot
previous classes. The first class presents coll-free, high
channel utilization and throughput, which are sléafor
high traffic load situations. The second one pos=s
simplicity, flexibility and robustness; hence, eliadp nodes
to be adaptable toetwork topology change. Hybrid MA
protocol may switch its process between the symuus
and asynchronous mode according to the traffic dc
According to the experiment done in [40], hybricbiacol
can help the monitoring system to give an almoal-time
answer to the emergencies. Figurel3 shows thetafiragi
performances of the hybrid MAC protocols. Thesetquols
give an intermediate performance level comparinth whe
pervious protocols.
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Figure 12.General performance understanding
Asynchronous MAC protocols performan.

Nevertheless, the short preamble is not a compigligion
to make the protocol adaptive to the traffic loaspecially ir
case of low duty cycle where the number of wasteakt:
preambles can be increased. Figur shows the qualitative
performances of these protocols. Comparing
synchronous protocols, the energy curve reachedahbec
horizontal line early. The ener-saving is more influenced
by the Overhearing and the hidden host problem.titr
other handthe latency and the throughput are amelior.
due to the adaptive active /sleep pel
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Figure 13.Hybrid MAC protocols performanc.

The requirements for the MAC protocol in WSNs desady
different from those for traditional wireless netk®. WSNs
are often applicatiogpecific. While there are typic
applications over WSNSs, various applications stikhibit
their own peculiarities in the usage pattern ofmoeks. So
MAC layer protocols for WSNs need to be adaptahblzugh
to accommodate avariety of traffic patterns and
coordinate with the network and application lay&rsaadap!
radio usage to application communication pattermsl
achieve higher energy savin

8. Conclusions

In this study, we have covered many MAC protor
proposed @ far for sensor networks, but many more e:
Based on synchronization mode, the studied prosokal/e
been classified on three classes: synchronousgchymous
and hybrid MAC protocols. In the first class, sanesode:



International Journal of Communication Networks &mfdrmation Security (IJCNIS)

change the radio state periodically and need clock

synchronization to maintain common active/sleepedate.
Moreover, node may have pre-assigned time slotaismit
the data but each node has to listen to the tioks sif its

neighbors in order to synchronize. In the secoads;lsensor
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Performance Evaluation of Wireless Ad Hoc, Sensor,
and Ubiquitous Networks, 2004, pp. 8-16.

[9]1 A. Woo and D. Culler, “A transmission control scheem

for media access in sensor networks,” In ACM
MobiCom, 2001, pp. 221-235.

node has its own active/sleep schedule that can [#] S. Singh, C. Raghavendra, “PAMAS — power aware

established based on the medium activity. Sensde maay
adjust its active/sleep time according to the medstate.

Hybrid protocols combine both synchronous and
its1] L. Kleinrock, F.A. Tobagi, “Packet switching india

asynchronous modes - senor node may switch
communication mode according to the traffic behavio
Throughout this work, energy consumption and |lagemave

been considered as the main studied parametersh Eac

protocol provides benefits for certain applicatiarsunder
certain conditions according to the chosen dedign, there
are still many more challenges that need to beesofor
MAC protocols. It is still needed to find out a tsiile
solution for real-time support. Optimal or the bashievable

multi-access protocol with signaling for ad hoc
networks,” SIGCOMM Computer Communications
Review, vol. 28, issue. 3, 1998, pp. 5-26.

channels: Part |- Carrier sense multiple-accessesod
and their throughput-delay characteristics,” IEEE
Transactions on Communications, vol. 23, no.125197
pp.1400-1416.

[12] Y.Z. Zhao, M. Ma, C.Y. Miao, and T. N. Nguyen, HA

energy-efficient and low-latency MAC protocol with
adaptive scheduling for multi-hop wireless sensor
networks,” Computer Communications, Vol. 33, 2010,

energy efficiency also remains an open issue ofatgre pp. 1452-1461.

interest. It would surely be welcome if a genefl@xible [13] P. Hurni, T. Braun, and M. Anwander, “Evaluatioh o
MAC protocol could be designed that supports variou WiseMAC and Extensions on Wireless Sensor Nodes,”
applications and operating environments while comeg Springer Telecommunication Systems Journal, vol.43,
minimal power and offering acceptable traffic no.1-2, February 2010, pp. 49-58.

characteristics. [14] G.S. Ahn, E. Miluzzo, A.T. Campbell, S.G. Hongdan
F. Cuomo, “Funneling-MAC: A localized, sink-
oriented MAC for boosting fidelity in sensor netwsyk

In ACM SenSys, 2006, pp. 293-306.
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