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Abstract: A MAC (Medium Access Control) protocol has direct 

impact on the energy efficiency and traffic characteristics of any 
Wireless Sensor Network (WSN). Due to the inherent differences in 
WSN’s requirements and application scenarios, different kinds of 
MAC protocols have so far been designed especially targeted to 
WSNs, though the primary mode of communications is wireless 
like any other wireless network. This is the subject topic of this 
survey work to analyze various aspects of the MAC protocols 
proposed for WSNs. To avoid collision and ensure reliability, 
before any data transmission between neighboring nodes in MAC 
layer, sensor nodes may need sampling channel and synchronizing. 
Based on these needs, we categorize the major MAC protocols into 
three classes, analyze each protocol’s relative advantages and 
disadvantages, and finally present a comparative summary which 
could give a snapshot of the state-of-the-art to guide other 
researchers find appropriate areas to work on. In spite of various 
existing survey works, we have tried to cover all necessary aspects 
with the latest advancements considering the major works in this 
area.   
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1.  Introduction 

Energy efficiency is one of the most critical issues for any 
Wireless Sensor Network (WSN). This type of network is 
often envisaged to be deployed in places where human 
beings may not get easy access (or, no physical access) and 
hence, the power sources of the sensor nodes could not be 
recharged or replaced. In this scenario, the gradual 
degradation of the batteries decreases the useable lifetime of 
WSNs. There are various ongoing attempts to find out new 
mechanisms from hardware perspectives, for energy 
harvesting or for prolonging battery lifetime of the sensors to 
allow the network the maximum possible longevity. Energy, 
being a very important resource for the network’s operation 
for the intended period of time, there are in fact, several 
proposed solutions of energy conservation from the angle of 
communication protocols as well. In spite of the availability 
of such hardware and software or technical solutions, the 
choice of energy conservation protocol still remains difficult. 
Often, depending on the network characteristics or setting of 
the application environment, choices are to be made. As 
hardware solutions for battery technologies are still evolving 
to be more efficient, the researchers often focus on the 
operational or software techniques to address energy 
efficiency issue in WSN. These are separate areas of 
investigation and for our work; we would like to analyze this 
energy-efficiency issue from the perspective of software or 
communication protocols or more specifically, Medium 
Access Control (MAC) protocols.  

The principal sources of energy consumption in WSN are 
collision, control packet overhead, idle listening, and the 
overhearing [1-2]. All these dominant parameters are related 
directly to the operating mode of MAC (Medium Access 
Control) protocols, which motivated us to study the various 
protocols proposed for this layer. 
Designing power efficient MAC protocol is one of the ways 
to prolong the lifetime of the network. To find out the 
advancements, achievements, challenges, and issues in this 
topic, here, we present a study of the energy efficient MAC 
protocols for wireless sensor network. We present the basic 
concepts, the operating modes, and the characteristics of 
each protocol by scrutinizing the strong and the weak points 
of each one of them.   
The rest of the paper is organized as follows: Section 2 
presents the different functionalities provided by sensor 
MAC protocols, the parameters that have to be considered to 
design a good MAC protocol and shows some common 
metrics that need to be considered to evaluate its 
performances. Section 3 discusses the related surveys 
presented in this area. Based on the need of synchronization 
between neighboring nodes, this Section presents a 
taxonomy that is used to categorize the existing sensor MAC 
protocols. Sections 4, 5 and 6 present synchronous, 
asynchronous and hybrid sensor MAC protocols, 
respectively. The main points of medium access scheme of 
all the reviewed protocols are then summarized in Section 7 - 
this section discusses and compares these protocols based on 
the evaluation metrics presented in Section 2. Finally, 
Section 8 draws the conclusions with some open research 
directions. 

2.  MAC protocol Functionality, Design and 
Metrics 

At the end of network deployment, communication links 
between sensor nodes have to be established. Moreover, 
communication medium needs to be shared fairly and 
efficiently. These main points constitute the objectives that 
any medium access protocol has to achieve. 

A. Mac Protocol Functionality 

Depending on the network requirements and device 
capability, MAC protocol provides different functionalities. 
As discussed in [3] and [4], these functions can be noted as 
below:   

- Control medium access by determining the winner of 
the medium at any time. Medium access represents the 
main function of wireless MAC protocols since 
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broadcasts easily cause data corruption through 
collisions. 

- Define the frame format, the time frame, and perform 
data encapsulation and decapsulation for 
communications between devices. 

- Ensure successful and reliable transmission between 
devices using acknowledgement (ACK) messages and 
retransmissions when necessary. 

- Prevent frame loss through overloaded recipient 
buffers. 

- Use error detection or error correction codes to control 
the amount of errors present in frames delivered to 
upper layers. 

B. Mac Protocol Design 

In traditional wireless ad hoc network, MAC protocols 
attempt to provide high throughput, low latency, fairness, 
and mobility management, but often have little or no 
consideration for energy conservation. In  wireless sensor 
networks, where sensor nodes are characterized by their the 
limited resources, multi-hop operation mode, and different 
application requirements, MAC protocols however, must 
provide the best performance at the smallest amount of 
energy consumption due to the limited energy resources 
available to each sensor node. Nevertheless, energy 
efficiency and throughput are the major aspects that need to 
be considered in MAC protocol design for wireless 
networks. According to [6], [26], for designing a good MAC 
protocol for these networks, the following parameters have 
to be considered: 

- Energy Efficiency: sensor nodes are battery powered 
and it is often very difficult to change or recharge 
batteries for these sensor nodes. Sometimes it is 
beneficial to replace the sensor node rather than 
recharging them. 

- Latency: this parameter basically depends on the 
application requirements. In some sensor network 
applications, the detected events must be reported to the 
sink node in real time so that the appropriate action 
could be taken immediately. 

- Throughput: depends on the application requirements. 
Some sensor network applications require sampling the 
information with fine temporal resolution. In such 
sensor applications it is better that sink node receives 
more data. 

- Fairness: related to the limited bandwidth, it is 
necessary to ensure that the sink node receives 
information from all sensor nodes fairly.  

C. Mac Protocol Metrics 

To evaluate the performance of MAC protocols, the research 
community considers some common metrics that need to be 
considered [5-6]. However, each protocol has some other 
specific metrics related to its design that also need to be 
evaluated.  The common metrics are: 

- Energy consumption per bit (joules/bit): can be defined 
as the total energy consumed divided per the total bits 
transmitted. Energy consumption is affected by all the 
major sources of energy waste in wireless sensor 
network such as idle listening, collisions, control packet 
overhead and overhearing. 

- Average delivery ratio: is the number of packets 
received by the sink to the number of packets sensed by 

each node and sent over the network towards the sink 
node. 

- Average Packet Latency: is the average time taken by 
the packets to reach to the sink node. 

- Network Throughput: is defined as the total number of 
packets delivered at the sink node per time unit. 

D. Medium Access Methods 

In wireless sensor networks, controlling access to the 
channel, generally known as multiple access control, plays a 
key role in determining channel capacity utilization, network 
delays and more important, power consumption. It also 
influences congestion and fairness in channel usage. CSMA 
(Carrier Sense Multiple Access) and TDMA (Time-Division 
Multiple Access) are the most controlling channel access 
methods in wireless sensor networks. 
CSMA (Carrier Sense Multiple Access) is the simplest form 
of medium access control in which nodes can transmit at any 
time as long as there is no contention [11]. CSMA can be 
non-persistent or p-persistent. In non-persistent CSMA, a 
wireless channel has to sample before any data transmission 
to determine if another device has already started 
transmitting. If the channel is busy, a backoff operation has 
to perform before attempting to transmit again. When the 
channel is free, sensor node transmits its data immediately. 
In p-persistent CSMA, sensor node continues to sense the 
channel when the channel is busy instead of delaying and 
checking again later. When the channel becomes free, sensor 
node transmits its data with probability p and delays the 
transmission with probability (1-p). An extended version of 
CSMA, called CSMA with collision avoidance (CSMA/CA) 
attempts to avoid collisions by using a control message 
exchange to reserve the wireless channel before each data 
message transmission using the RTS/CTS (Request to Send / 
Clear to Send) mechanism. This method is usually more 
used. It does not require clock synchronization and global 
topology information. Dynamic node joining and leaving are 
handled gracefully without extra operations. However, 
RTS/CTS mechanism incurs high overhead of the channel 
capacity in sensor networks [9], [34] because, data packets 
are typically very small in sensor networks. 
TDMA (Time-Division Multiple Access) is a common 
scheduling method which schedules transmission times of 
neighboring nodes to occur at different times. Each sensor 
node transmits data during its own time slot [28]. Thus, it 
can solve the hidden terminal problem without extra message 
overhead. However, TDMA has many disadvantages [27] 
like clock synchronization and scalability problem. 

3.  Classifications of Sensor MAC Protocols 

MAC protocols for wireless sensor networks can be 
classified into several categories based on the medium access 
mechanism. In [2], two classes have been provided: 
contention-based protocols and schedule-based protocols. In 
[3], the authors classify the MAC protocols with the same 
manner as was presented in [2] and also they provide one 
more sub-class under the two broad categories. Based on 
how neighboring nodes organize access to the shared 
medium, the MAC protocols are classified in [22] into 
random access, slotted access, frame-based, and hybrid 
protocols. Another classification is given in [6], where the 
authors provide a thematic taxonomy and classify MAC 
protocols according to the problems dealt with: scheduled 
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protocols, protocols with a common active period, preamble 
sampling protocols, and hybrid protocols. In [7], the authors 
broadly classify the MAC protocols for wireless sensor 
networks into contention-based protocols, contention-free 
(scheduled-based) protocols, hybrid protocols and preamble 
sampling protocols.  
Another comprehensive state-of-the-art study of WSN MAC 
protocols is provided in [5]. In this study, the authors provide 
a thematic taxonomy in which sensor MAC protocols are 
classified according to the dealt problems. The studied 
protocols are classified into three categories: scheduled 
protocols, protocols with common active periods, and hybrid 
protocols. The survey presented in [45] explores the extent to 
which existing MAC protocols for WSNs can serve for 
mission-critical applications. The analyzed protocols are 
classified according to data transport performance and 
suitability for mission-critical applications. Therefore, the 
following two main categories are used: delay-aware with 
four sub-classes (node-to-node decrease, node-to-node 
guarantee, end-to-end decrease and end-to-end guarantee) 
and reliability-aware with node-to-node increase, node-to-
node guarantee, end-to-end increase and end-to-end. In [46], 
the authors detail the evolution of WSN MAC protocols with 
four categories: asynchronous, synchronous, frame-slotted, 
and multichannel. These protocols have been evaluated in 
terms of energy efficiency, data delivery performance, and 
overhead needed to maintain a protocol’s mechanisms. MAC 
strategies for cognitive radio networks have also been 
surveyed in [48]. This survey shows the fundamental role of 
the MAC layer and identifies its functionalities in a cognitive 
radio network. Classification of the cognitive MAC protocols 
is proposed with two main categories: Direct Access Based 
(DAB) and Dynamic Spectrum Allocation (DSA). This work 
also discusses the advantages, drawbacks, and further design 
challenges of cognitive MAC protocols. 
In [43], the authors focused their study on timeliness issues 
of slotted contention-based MAC protocols and provide a 
comprehensive review and taxonomy of synchronous MAC 
protocols. Based on the delay efficiency, the authors classify 
these protocols into two main categories: static schedule and 
adaptive schedule. Dealing with mobility can pose many 
challenges in protocol design; especially, at the MAC layer. 
These barriers require mobility adaptation algorithms to 
localize mobile nodes and predict the quality of link that can 
be established with them. In this context, the authors in [47] 
survey the current state-of-art in handling mobility. They 
describe the existing mobility models and patterns; and 
analyze the challenges caused by mobility at the MAC layer. 
In [49], the authors outline the sensor network properties that 
are crucial for the design of MAC layer protocols and study 
some MAC protocols without giving any classification. 
Now, after having some background, here we present a 
discussion on several representative MAC protocols 
proposed in the previous works. As shown in Figure 1, three 
general classes for sensor network MAC protocols can exist. 
These classes are principally based on one key parameter. 
Some MAC protocols require that sensor nodes have to be 
synchronized to perform their functions. However, some 
other protocols do not need this requirement and let sensor 
nodes have medium access without synchronization. 
Moreover, other MAC protocols allow sensor nodes to 
switch between these two previous modes according to the 
traffic behavior and the sent packet type. 

 

 
 

Figure 1. Classification of Sensor MAC protocols. 
 

Synchronous MAC protocols attempt to organize nearby 
sensor nodes so their communications occur in an ordered 
fashion. The most common synchronization method 
organizes sensor nodes using time TDMA, where a single 
sensor node utilizes a time slot. Organizing sensor nodes 
provides the capability to reduce collisions and message 
retransmissions at the cost of synchronization and state 
distribution. 
Asynchronous protocols attempt to conserve energy by 
allowing sensor nodes to operate independently with a 
minimum of complexity and without clock synchronization. 
While collisions and idle listening may occur and cause 
energy loss, these kinds of MAC protocols typically do not 
share information or maintain state. 
The hybrid MAC protocols combine the two previous classes 
by allowing sensor nodes to use both synchronous and 
asynchronous mode. 

4. Synchronous Sensor MAC protocols 

Synchronous MAC protocols attempt to reduce energy 
consumption by coordinating sensor nodes with a common 
program. This can be done by establishing transmission 
schedules statically or dynamically to allow nodes to 
transmit data packets without collisions [50]. Most of the 
synchronous sensor MAC protocols use some form of 
TDMA because the other forms of multiple access, such as 
frequency or code division, would increase the cost and 
power requirements of the sensor nodes [55], [92]. By using 
a common program, the MAC protocol specifies which 
sensor nodes should utilize the channel at any time and thus, 
limits or eliminates collisions, idle listening, and 
overhearing. Nodes not participating in communication with 
its neighbors may enter in the sleep mode until they have a 
message to transmit or to receive and thus, can optimize 
energy consumption. In the existing literature, several 
synchronous MAC protocols for WSNs have been proposed 
like [1], [23], [26], [29], [50-61]. Some of these solutions 
have been broadly surveyed in [3] and are divided into four 
subclasses, Priority-based, Traffic-based, Clustering-based, 
and Slotted TDMA. Synchronous sensor MAC protocols 
have one common aspect. Before any data packet 
transmission, the peer neighboring sender and receiver nodes 
have to be synchronized [93]. Based on this aspect, we 
regard to these protocols as only one category and we survey 
in this section, the most significant of these protocols.  
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A. Channel Access Protocols 

In [23], the authors proposed three protocols using the 
priority of nodes or links calculated from a random function 
to permit the channel access. The random function uses 
sensor node IDs and time slot numbers as input values to 
establish the priority within a two-hop neighborhood. The 
sensor nodes share their neighbor information and each 
sensor node maintains information about its two-hop 
neighborhood. 
The first protocol proposed is called Node Activation 
Multiple Access (NAMA). NAMA uses distributed time 
division, time is divided into blocks of �� sections and each 
section is divided into �� parts. The parts contain �� time 
slots. A node � chooses only one part 	
, during which to 
contend for a time slot to transmit data packets. The choice 
of a part is dependent on the density of neighbors already 
using that part, usually decided when the node joins a 
network. In this protocol, the last section of each block is 
reserved for signaling messages that allow sensor nodes to 
join the network. Each sensor node calculates its priority, 
compares it with the priority of its neighbors and determines 
who has access to the current time slot within the sensor 
node’s chosen part. If a sensor node has the highest priority 
among its two hop neighbors for the given time slot, then the 
sensor node may transmit.  
The second protocol called Link Activation Multiple Access 
(LAMA) is a time-slotted code division medium access 
scheme using Direct Sequence Spread Spectrum (DSSS) [24-
25] code assigned to the receiver and the priority of the 
transmitter. Each sensor node gets a code assigned from a 
finite set of pseudo-noise codes. During each time slot, the 
sensor node with the highest priority in a two-hop 
neighborhood, calculated based on sensor node ID as in 
NAMA protocol, may activate a link by using the code 
assigned to the receiver. Using orthogonal codes allows 
sensor nodes to communicate when they would normally 
interfere and using the neighborhood information prevents 
collisions at the receiver. 
The third protocol called Pairwise-link Activation Multiple 
Access (PAMA) is also a time-slotted link activation 
protocol based on a code division multiplexing scheme using 
DSSS code [24-25]. The links between sensor nodes can be 
activated by assigning priorities to the links and by varying 
the codes and priorities of links based on the current time 
slot. A communication link between two sensor nodes can be 
established if the link between the source (s) and the 
destination (d) node has the highest priority among all links 
of nodes s and d, and node source has the highest priority of 
its two-hop neighbors using the code assigned to link (s, d). 
Using DSSS allows nodes to communicate on different codes 
without interruption and the protocol algorithm prevents 
collisions on the same code by using the neighborhood 
information. 
The main advantage of these protocols is the collision 
avoidance and the sensor nodes need only local information 
for channel access decision. But, the major drawback of 
these protocols is in the resources required. All the protocols 
require a sensor node to calculate the priorities of each 
neighboring sensor node and for each time slot; which 
consume more energy resources and decrease the network 
lifetime. Also, in LAMA and PAMA, the sensor nodes need 
to have radios with spread spectrum capabilities, which 
increases sensor node cost.  

B. Sensor MAC protocols (S-MAC) 

This protocol is specifically designed for wireless sensor 
networks. The protocol S-MAC [26-27] aims to reduce 
energy consumption, while supporting good scalability and 
collision avoidance. S-MAC tries to reduce energy 
consumption from all the sources that cause energy waste, 
like idle listening, collision, overhearing and control 
overhead. S-MAC consists of three major components: 
periodic listen and sleep, collision and overhearing 
avoidance, and message passing.  
The basic scheme of S-MAC is shown in Figure 2. Each 
node goes to sleep for some time, and then wakes up and 
listens to find if any other node wants to talk to it. During 
sleep, the node turns off its radio, and sets a timer to awake 
itself later. The listening and sleeping time duration can be 
selected according to different application scenarios. For 
simplicity, S-MAC uses the same values for all the nodes. 
 

 
Figure 2. S-MAC basic scheme. 

 
Before starting its periodic listen and sleep, the sensor node 
has to choose a schedule and exchange it with its neighbors. 
First, the sensor node listens for a certain amount of time. If 
it does not hear a schedule from another node, it randomly 
chooses a time to go to sleep and immediately broadcasts its 
schedule in a SYNC message, indicating that it will go to 
sleep after t seconds.  
If the node receives a schedule from a neighbor before 
choosing its own schedule, it follows that schedule by setting 
its schedule to be the same. It then waits for a random delay 
�� and rebroadcasts this schedule, indicating that it will sleep 
in (� − ��) seconds. Neighboring nodes form virtual clusters 
to set up a common sleep/active schedule. If two neighboring 
nodes reside in two different virtual clusters, they wake up at 
listen periods of both clusters. 
To maintain synchronization among neighboring nodes, the 
sensor nodes periodically transmit SYNC messages at the 
beginning of the active period. The SYNC messages allow 
sensor nodes to learn their neighbors’ schedules so they can 
wake up at the proper time to transmit a message. To 
improve performance, however, sensor nodes adopt the 
schedule of their neighbors in several cases. If a node 
currently does not have a schedule and hears a SYNC 
message, it adopts the schedule and joins the virtual cluster. 
If a sensor node hears multiple, sufficiently different 
schedules, it adopts them all so as to allow communications 
between different virtual clusters. A sensor node that does 
not hear any SYNC messages from neighbors chooses its 
own schedule. In order to detect new schedules, sensor nodes 
periodically listen for a longer time period that enables them 
to detect neighboring schedules with high probability. Each 
sensor node performs a simple contention avoidance 
algorithm based on a random backoff to limit the number of 
SYNC message collisions. 
To receive both SYNC packets and data packets, the listen 
period is divided into two parts. The first part is reserved to 
send or receive SYNC packets, and the second one for 
sending or receiving RTS/CTS packets, as shown in Figure 
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3. If a sensor node wants to send a SYNC packet, it starts 
carrier sense (CS) [27] when the receiver begins listening. It 
randomly selects a time slot to finish its carrier sense. If it 
has not detected any transmission by the end of the time slot, 
it sends its SYNC packet. The sensor node follows the same 
procedure when sending RTS, CTS, DATA and ACK 
packets. 
The RTS and CTS packets contain the message transmission 
time, including time for the ACK packet, which permits the 
other neighboring nodes that are not concerned with this 
communication to sleep until the end of the transmission. S-
MAC has been improved by the same authors in [27]. The 
authors introduce the adaptive listening technique, where 
nodes, in the same virtual cluster, that overhear a CTS, can 
wake up at the end of the data transmission to possibly act as 
the next hop. By doing this, the sensor nodes may transfer a 
message across two hops per frame time and decrease the 
latency. The authors also introduce a message fragmentation 
option, called message passing that allows sensor nodes to 
transmit relatively larger messages as smaller fragments 
using a single RTS/CTS exchange. Thus, if one fragment 
becomes corrupt due to collision or channel error, only the 
small fragment needs to be retransmitted instead of the entire 
data message. 
 

 
Figure 3. S-MAC frame format. 

 
S-MAC offers several advantages like introducing the active 
/sleep period allows optimization of energy consumption. 
The concept of message-passing, where long messages are 
divided into small frames also decreases the energy 
consumption. The free synchronization method minimizes 
the problem of coordinating sensor nodes for communication 
and may provide adequate synchronization and clustering 
functionality for other protocols. We find also that S-MAC 
algorithm requires modest resources, such as memory for 
schedule offsets and timers for wakeup. Moreover, S-MAC 
can scale easily since the sensor nodes do not require any 
scalability coordination. S-MAC only coordinates neighbors 
using beacon messages, so sensor nodes do not have to 
forward or share large amount of state information. 
However, S-MAC has some disadvantages. Sensor node can 
follow multiple schedules, which results in more energy 
consumption via idle listening and overhearing; the border 
nodes may die faster and cause segmentation along the 
borders of the virtual clusters. The static duty cycle of S-
MAC can consume more energy and limit the protocol’s 
performance. The duty cycle can be set based on expected 
application requirements, but S-MAC does not adapt to 
environment changing. Also, S-MAC does not expect to 
control virtual cluster size throughout the network. Varying 
cluster sizes have several impacts on the protocol’s 
performance and large clusters can increase the message 
latency.  

C. Timeout MAC protocol (T-MAC) 

T-MAC protocol [1] extends the protocol S-MAC. T-MAC 
tries to reduce the idle listening by using a variable active 
period instead of using a fixed duty cycle schedule.  To 

maintain an optimal active time under variable load, T-MAC 
dynamically determines its duration. Every node periodically 
wakes up to communicate with its neighbors and then, goes 
to sleep again until the next frame. Meanwhile, new 
messages are queued. Nodes communicate with each other 
using a RTS/CTS/DATA/ACK mechanism, which provides 
both collision avoidance and reliable transmission. In T-
MAC, A node will keep listening and potentially 
transmitting, as long as it is in an active period. An active 
period ends when no activation event has occurred for an 
additional period or timeout (TA). 
 

 
Figure 4. T-MAC frame format. 

 
Figure 4 shows a T-MAC frame in which each node starts its 
frame by waiting and listening. If it hears nothing for a 
certain amount of time (CS), it chooses a frame schedule and 
transmits a SYNC packet, which contains the time until the 
next frame starts. If the node, during the CS time, hears a 
SYNC packet from another node, it follows the schedule in 
that SYNC packet and transmits its own SYNC accordingly. 
Nodes retransmit their SYNC once in a while. This allows 
new and mobile nodes to adopt an existing schedule. 
If a node has a schedule and hears a SYNC packet with a 
different schedule from another node, it must adopt both 
schedules. It must also transmit a SYNC with its own 
schedule to the other node, to let the other node know about 
the presence of another schedule. After synchronization, 
sensor node starts its data transmission if the channel is still 
free during CS time. The active period ends in each case if 
any event occurs during the TA time. 
To improve message latency, T-MAC introduces a new term 
called Future Request To send (FRTS) message to solve the 
same problem addressed by the adaptive listening technique 
of S-MAC. Sensor nodes can use an FRTS packet to inform 
the next hop that it has a future message to transfer. If a node 
receives a CTS packet destined for another node, it sends 
immediately an FRTS packet. The FRTS packet contains the 
length of the data that will be sent. A node must not send an 
FRTS packet if it senses communication right after the CTS. 
A node that receives an FRTS packet knows it will be the 
future destination of an RTS packet and must be awake by 
that time. The node can determine this from the timing 
information included previously in the FRTS packet. 
To avoid collision between the FRTS and the data packet 
that follows the CTS, the data packet must be postponed for 
the duration of the FRTS packet. The initial sender of RTS 
should send a small Data-Send (DS) packet to preserve the 
channel during the FRTS duration. After the DS packet, it 
must immediately send the normal data packet. T-MAC also 
considers the buffer size priority of the sensor node and gives 
the possibility to control the channel to the sensor node that 
has a full buffer. This sensor may immediately send an RTS 
message after receiving an RTS message from another sensor 
node, which allows it to can limit buffer overflow.  

D. Adaptive Coordinated Medium Access Control (AC-MAC) 

AC-MAC [29] introduces the adaptive duty cycle scheme 
within the framework of S-MAC. This protocol tries to 
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improve latency and throughput in high traffic loads situation 
while remaining as energy-efficient as S-MAC. As shown in 
Figure 5, AC-MAC based on the number of packets queued 
at the MAC layer, allows sensor nodes that have queued 
packets to introduce multiple data exchange periods using 
one SYNC frame.  

 
Figure 5. AC-MAC frame format. 

 
In the beginning of each duty cycle, each sensor node 
calculates the number of the message queued in its MAC 
layer and announces this value in the first RTS packet sent 
within the SYNC frame. Sensor nodes that receive this RTS 
message can then calculate the duty cycle to use within the 
virtual cluster for the current SYNC period.  
To optimized latency and throughput, AC-MAC provides 
sensor nodes with many buffered messages a priority; each 
sensor node calculates its random backoff value from a 
contention window whose size varies inversely proportional 
to the amount of traffic it has buffered. To simplify the 
protocol, sensor nodes only adopt one schedule per SYNC 
period. 

E. Pattern MAC (PMAC) 

P-MAC [30] is a ‘time slotted’ protocol like S-MAC. P-
MAC adjusts its duty cycle based on traffic conditions 
allowing sensor nodes with more data to utilize more slots 
than sensor nodes that have no data to transmit.  In S-MAC, 
a node can stay awake for certain duration of a time slot, and 
go to sleep in the remaining duration. In P-MAC, a node can 
either be awake or asleep during a time slot. 
In this protocol, sensor nodes share their proposed sleep and 
awake times for the next frame through a pattern sharing 
procedure. A sensor node gets information about the activity 
in its neighborhood beforehand through patterns. Based on 
these patterns, a sensor node can put itself into a long sleep 
for several time frames when there is no traffic in the 
network. If there is any activity in the neighborhood, a node 
will know this through the patterns and will wake up when 
required. Thus, P-MAC tries to save more power than that of 
SMAC and TMAC, without compromising the throughput. 
A sleep-wakeup pattern is a string of bits (zero or one) 
indicating the tentative sleep-wakeup schedule for a sensor 
node over several slot times. Bit 1 in the string indicates that 
the node intends to stay awake during a slot time, while 0 
indicates that the node intends to sleep. For example, a 
pattern of 0010 for a node indicates that the sensor node 
tentatively plans to be asleep for two consecutive slot times, 
stay awake in the third and go to sleep in the forth. This 
pattern is only a tentative plan and it can be changed 
according to the patterns of its neighboring nodes. 
Consequently, sleep-wakeup schedule for a node is derived 
from its own pattern and, the patterns of its neighboring 
nodes. Also, the pattern is defined as string of N bits 
indicating the tentative sleep-wakeup schedule during the M 
time slots of the upcoming frame. If (� < �) then the 
pattern has to expand to fill the entire frame. For example, if 
N= 0010 and M= 10 time slots, the tentative pattern will be 
then, 0010001000. 

In order to adapt to the traffic load, a node’s pattern is 
updated during each period using the local traffic 
information available at the node and exchanged at the end 
of each period.  P-MAC uses pattern technical update similar 
to TCP (Transmission Control Protocol) window growth and 
each node generates its update pattern according to the 
following sequence: 
 

1, 01, 001, 0001, ……..0ß1, 0ß 01, 0ß001,…………0N-11 
 
In the first period, the working pattern of each node is 1, 
which expects that the traffic load is high at the beginning 
and each node should be awake. If there is no data to send 
during the first time slot of bit 1, then it indicates that the 
traffic load is potentially low and sensor node should update 
its pattern to 01. With the same manner, if the sensor node 
has no data to send during the second time slot, it updates its 
pattern to 001. This update continues by increasing the 
number of 0 until the number of 0 bits in the updated pattern 
reaches a predefined threshold ß. After this threshold, the 
number of 0 bits could increase if there is no data to send 
during period 1 until the number of 0 bits reaches N time 
slots. A sensor node’s pattern immediately increases to 1 
whenever it has messages to send. Sensor nodes constantly 
update their pattern based on current conditions, but remain 
in operation according to the previously shared schedule. 
The sensor node shares its current pattern in the pattern 
exchange slots at the end of a frame using CSMA. 
Node’s pattern is performed and exchanged according to 
PMAC frame presented in Figure 6.  PMAC frame consists 
of two sub-frames. The first is called Pattern Repeat Time 
Frame (PRTF), during which each node repeats its current 
pattern and during N time slots, these time slots are reserved 
to send data. At the end of these N slots, PRTF has one 
additional time slot during which all the sensor nodes stay 
awake. This special time slot is used to speed up 
communication and to broadcast messages, which occurs 
after the regular data slots. 

 
Figure 6. PMAC frame format. 

 
The second sub-frame is called Pattern Exchange Time 
Frame (PETF), during which new patterns are exchanged 
between neighbors. PETF is also divided into various time 
slots reserved to exchange the new patterns generated during 
PRTF at each node to reflect the latest traffic information. 
The last generated pattern during a particular PRTF becomes 
the pattern for the next PRTF, and will be advertised to the 
neighbors during the PETF. The pattern is cyclically 
repeated during PRTF such that each time slot has one 
pattern bit assigned. Patterns received from its neighbors 
during the preceding PETF are also repeated in the same 
way. If a node receives no new patterns from some of its 
neighbors during the preceding PETF (probably due to 
collisions), it then repeats its old patterns. 
PMAC offers a simple way to advertise messages and form 
schedules between sensor nodes in a neighborhood. The 
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capability to quickly adapt to changing traffic conditions 
may also make PMAC an attractive choice for a sensor 
network deployment. However, the schedule generation 
algorithm has several possible disadvantages. First, some 
sensor nodes may not receive an updated pattern due to 
channel errors while others correctly receive the update. This 
may lead to different schedules present in the same 
neighborhood and cause collisions, idle listening, and wasted 
transmissions. Also, the functionality of the protocol relates 
directly to the traffic intensity. Each time the sensor node 
operates in an active time slot, it performs the pattern update 
algorithm. During times of high traffic intensity, the 
processing requirements may become large as the sensor 
node operates in many active time slots. 

5.  Asynchronous Sensor MAC protocols 

Unscheduled MAC protocols offer the advantage of 
simplicity, without having to maintain and share state of 
neighboring nodes. Protocols in this category wake up the 
next hop node by continuously sending preambles or 
packets, and thus eliminate the synchronization overhead. A 
good number of asynchronous protocols are proposed as 
MAC layer solutions for WSNs. Some of these protocols 
have been surveyed in [43] and discussed under six 
categories. Static wake-up preamble [34-35], [37], [61-70], 
[72], Adaptive wake-up  preamble [32-73], [74-79], 
Collaborative schedule setting [80-82], Collision resolution 
[83-84], Receiver initiated [65], [85-87],  and Anticipation 
based [39], [88-90]. Earlier, in [3], these protocols were 
classified into four categories: Multiple transceiver [10], 
Multiple path [8], Event-centered [38], and Encounter-based 
[65]. Irrespective of the subclass to which a protocol 
belongs, synchronous MAC protocols use the same 
techniques, such as channel sensing and channel reservation 
messages to mitigate the effects of the common problems 
like a higher rate of collision, idle listening, and overhearing. 
For this reason, we prefer to simplify the classification and 
consider these protocols under only one main category. Now, 
let us know about the most import asynchronous MAC 
protocols.    

A. Berkeley MAC Protocol (B-MAC) 

B-MAC [34] is a contention based MAC protocol. Like [35] 
and [36], B-MAC uses a preamble to wakeup sleeping 
neighbors. Sensor nodes, in this protocol, independently 
follow a sleeping schedule based on the target duty cycle for 
the sensor network. Since the sensor nodes operate on 
independent schedules, B-MAC uses very long preambles for 
message transmission. The preamble length is provided as 
parameter to the upper layer. The source node transmits a 
long enough preamble causing the destination node wake up 
and sensing it. Sensor nodes that sense this signal remain 
awake to receive the data following the preamble or return to 
sleep if they do not detect activity on the channel. Before 
transmitting, sensor nodes wait a random period of time to 
prevent any collision. 
Figure 7 shows the communication mechanism of B-MAC. 
If a source node wishes to transmit, it precedes the data 
packet with a preamble that is slightly longer than the sleep 
period of the destination node. So, the destination node, at 
some point during the transmission of the preamble, will 
wake up and detect the preamble; it has to remain awake to 
receive the data packet.  

 

 
Figure 7. B-MAC communication mechanism. 

 
B-MAC utilizes software automatic gain control as a method 
of Clear Channel Assessment (CCA), which accurately 
determines if the channel is clear, thus effectively avoiding 
collisions. This is a necessity so that the node can 
differentiate between a noise and a signal, due to the fact that 
ambient noise is prone to environmental changes. This is 
achieved by taking signal strength samples when the channel 
is assumed to be free, such as immediately after transmitting 
a packet. These samples are stored in a FIFO queue and the 
median of the queue is added to an exponentially weighted 
moving average with decay. This value gives a fairly 
accurate estimate of the noise floor of the channel. 
Effectively, a node, before transmission, takes a sample of 
the channel. If the noise is below the noise floor, the channel 
is clear and it can send immediately. This mechanism 
permits to increase the reliability of channel assessment and 
provides a great deal of flexibility through a protocol 
interface that allows the sensor node to change many 
operating variables in the protocol, such as delay and backoff 
values. 
A key challenge of B-MAC is implementing check intervals 
that are very short, which ensures a reasonable length for the 
preamble. Carrier sense duration also has to be very short so 
that receiver does not have to spend too much energy 
listening to the communication channel. A carrier sense must 
be accurate to reduce latency of transmission and energy 
consumption at sender. 
The Low Power Listening (LPL) approach used by B-MAC 
which employs a long preamble is suboptimal in terms of 
energy consumption, is subject to overhearing, as well as it 
introduces excess latency at each hop [37]. This issue is 
threefold. First, the receiver typically has to wait the full 
period until the preamble is finished before the DATA/ ACK 
exchange can begin, even if the receiver has woken up at the 
start of the preamble. Second, LPL suffers from the 
overhearing problem, where receivers which are not the 
target of the sender also wake up during the long preamble 
and have to stay awake until the end of the preamble to find 
out if the packet is destined for them. This wastes energy at 
all non-target receivers within transmission range of the 
sender. Third, because the target receiver has to wait for the 
full preamble before receiving the data packet, the per-hop 
latency is lower bounded by the preamble length. Over a 
multi-hop path, latency can accumulate to become 
substantial.  

B. WiseMAC Protocol 

WiseMAC [32-33] is CSMA-based medium access control 
protocol. It uses the preamble sampling technique [31] to 
minimize power consumption when listening to an idle 
medium. In this technique, a preamble precedes each data 
packet for alerting the receiving node. All nodes in a network 
sample the medium with a common period, but their relative 
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schedule offsets are independent. If a node finds the medium 
busy after it wakes up and samples the medium, it continues 
to listen until it receives a data packet or the medium 
becomes idle again. The preamble transmission time (��) is 
initially set to be equal to the sampling period (��). 
 

 
Figure 8. WiseMAC communication mechanism. 

 
However, the receiver may not be ready at the end of the 
preamble, due to reason like interference, which causes the 
possibility of over-emitting type energy waste. Moreover, 
over-emitting is increased with the length of the preamble 
and the data packet, since no handshake is done with the 
intended receiver.  To reduce the power consumption 
incurred by the predetermined fixed-length preamble, 
WiseMAC offers a method to dynamically determine the 
length of the preamble. This method uses the knowledge of 
the sleep schedules of the neighboring nodes. The nodes 
learn and refresh their neighbor’s sleep schedule during 
every data exchange as part of the acknowledgement 
message. So, each node keeps a table of sleep schedules of 
its neighbors. Based on this table’s information, the sender 
node schedules transmissions by choosing the minimum 
requirement preamble. To decrease the possibility of 
collisions caused by that specific start time of wake-up 
preamble, a random wake-up preamble is advised. To avoid 
the clock drift between the source and the destination, a 
lower bound for the preamble length (��) is calculated as the 
minimum of destination’s sampling period (��) and the 
potential clock drift with the destination which is a multiple 
of the time since the last ACK packet arrival. Figure 8 shows 
the communication mechanism of this protocol. WiseMAC 
has been extended a bit in [13]. This improvement allows a 
common destination node to automatically stay awake at the 
end of the wake-up period, when more traffic has to be 
handled, which improves the delay cases. 
According to the simulation results [32], WiseMAC 
performs better than one of the S-MAC variants. Moreover, 
its dynamic preamble length adjustment results in better 
performance under variable traffic conditions. In addition, 
clock drifts are handled in the protocol definition which 
mitigates the external time synchronization requirement. 
However, the decentralized sleep-listen scheduling which 
results in different sleep and wake-up times for each 
neighboring node represents the main drawback of 
WiseMAC. This is especially an important problem for 
broadcast type of communication, since broadcasted packet 
will be buffered for neighbors in sleep mode and delivered 
many times as each neighbor wakes up. However, this 
redundant transmission will result in higher latency and more 
power consumption. In addition, WiseMAC may suffer more 
from the hidden terminal problem. That is because 
WiseMAC is based on non-persistent CSMA. This problem 
will result in collisions when one node starts to transmit the 
preamble to a node that is already receiving another node’s 
transmission where the preamble sender is not within the 

same communication range. 

C. A Short Preamble MAC (X-MAC) 

X-MAC [37] is a low-power MAC protocol that strives to 
overcome the shortcomings of the long preamble used by B-
MAC [34]. X-MAC uses a shortened preamble approach and 
includes the ID of the target sensor node in the preamble. So, 
non-target receivers can realize that they are not concerned 
by this transmission and quickly go back to sleep. This 
solution addresses the overhearing problem. However, X-
MAC introduces the strobed preamble. This approach allows 
the target receiver to interrupt the long preamble as soon as it 
wakes up and determines that it is the target receiver. This is 
accomplished by dividing the one long preamble into a series 
of short preamble (��) packets, each containing the ID of the 
target node (Figure 9). Accordingly, instead of sending a 
constant stream of preamble packets, the protocol inserts 
small pauses between the series of short preamble packets, 
during which time the transmitting node pauses to listen to 
the medium. 
 

 
Figure 9. X-MAC communication mechanism. 

 
These gaps enable the receiver to send an early ACK packet 
back to the sender by transmitting the ACK during the short 
pause between preamble packets. When a sender receives an 
ACK from the intended receiver, it stops sending preambles 
and sends the data packet. This allows the receiver to cut the 
short excessive preamble, which reduces per-hop latency and 
energy spent unnecessarily waiting and transmitting. 
However, the non-target receivers, after going back to sleep, 
may wake up and sense the medium for several periods while 
the data transmission is not yet achieved which wastes 
energy for these nodes. 

D. Spatial Correlation-based Collaborative MAC protocol 
(CC-MAC) 

CC-MAC [38] attempts to conserve energy, while fulfilling 
application requirements, by utilizing the knowledge that 
sensor nodes located near each other generate correlated 
measurements. To achieve energy savings, CC-MAC filters 
measurements from highly correlated sensor nodes in an 
effort to reduce the number of messages the sensor network 
must handle. 
The authors introduce an analytical framework to investigate 
the relation between the positions of sensor nodes in the 
event area and the event estimation reliability. Based on 
analysis within the framework, the authors introduce the 
Iterative Node Selection (INS) algorithm that creates a 
sample topology for the sensor network to exploit spatial 
correlation and filter correlation between the nodes. Thus, 
INS creates a correlation region defined by its correlation 
radius, based on statistical information about the sensor 
network deployment. Sensor nodes closer than the 
correlation radius produce correlated data. Therefore, if a 
node transmits data, the nodes in its correlation region are 
not required to send data.  This algorithm is executed by the 
sink during the network initialization to calculate and 
distribute the correlation radius throughout the network. 
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CC-MAC consists of two components: the Event MAC (E-
MAC), which filters sensor node measurements to reduce 
traffic and the Network MAC (N-MAC), which forwards the 
filtered measurements to the sensor network sink. More 
specifically, E-MAC is executed when sensor node wants to 
transmit its sensed data to the sink, while N-MAC is 
performed when a node receives data from another node and 
tries to forward it to the next hop.  
E-MAC reduces the traffic generated in an area by having 
only sensor nodes separated by at least the correlation 
distance measurements. Other nodes periodically sleep to 
save energy and awake to forward messages. Correlated 
sensor nodes rotate the role of generating measurements to 
balance energy consumption throughout the network. Sensor 
nodes get elected as active nodes and to represent the 
correlated sensor nodes by winning contention for the 
wireless medium. E-MAC modifies the standard 
RTS/CTS/DATA/ACK scheme by introducing a First Hop 
(FH) bit into the control packet headers. The sensor node 
actively reporting measurements sets the FH bit when it 
transmits messages so that other nodes can decide to 
generate measurements or not. If a sensor node does not 
belong to any correlation region, it will then begin to also 
generate measurements. Once the originating sensor node 
has transmitted its sensed data, the FH bit gets cleared and 
the message will be forwarded using N-MAC protocol. 
After removing the redundant data present in multiple 
measurements by E-MAC, N-MAC forwards it from source 
nodes to the sink. However, the forwarded traffic may 
become more important. To compensate for this, N-MAC 
protocol transmissions take preference over E-MAC 
transmissions through the use of smaller backoff windows 
and inter-packet times in same way that the PCF (Point 
Coordination Function) in IEEE 802.11 receives preferential 
access to the wireless channel over the DCF (Distributed 
Coordination Function). 
The simulation results show that CC-MAC can achieve a 
good balance of low energy consumption and favorable 
traffic performance compared to the other protocols. 
Additionally, the analytical framework proposed in this 
protocol allows users to apply the CC-MAC protocol to 
applications with various data fidelity requirements. CC-
MAC, however, requires that sensor nodes possess or obtain 
ranging information about their neighbors in order for N-
MAC to filter data from correlated sensor nodes. 
The computational resources required by the INS algorithm 
may also limit the application of the protocol. For example, 
if the number of sensing events increases, the overhead 
associated with computing the correlation radius and 
distributing throughout the network increases. For large 
networks, this overhead may become significant.  

E. Convergent MAC protocol (CMAC) 

CMAC [39] uses unsynchronized wakeup scheduling with a 
predefined idle duty-cycle. In this wake-up scheduling 
scheme, the sleep period is fixed according to the duty cycle 
and active period. Instead of a long preamble to activate the 
receiver, CMAC uses aggressive RTS.  To detect an RTS, 
nodes periodically wake up and double check the channel for 
activities. CMAC initially uses anycast to transmit packets to 
a potential forwarder that wakes up first. Awake candidate 
receivers will contend to be the anycast receiver by 
prioritizing their CTS transmissions according to their 
routing metrics to the sink. After receiving CTS, the data 

packet will be sent to the sender of the CTS immediately. To 
overcome the disadvantages of anycast, such as higher 
RTS/CTS overhead and route stretch, CMAC converges 
from anycast to unicast once it establishes contact with a 
receiver having a sufficiently good routing metric. 
As discussed above, CMAC has three main components: 
Aggressive RTS equipped with double channel check for 
channel assessment, anycast to quickly discover a forwarder, 
and convergent packet forwarding to reduce the anycast 
overhead. 
In the aggressive RTS, CMAC uses multiple RTS packets 
separated by fixed short gaps instead of a long preamble. The 
short gap allows receivers to send back CTS packets. CMAC 
sends all RTS packets without clear channel assessment 
(CCA) except the first one. In very low duty cycle, nodes 
must assess the channel very quickly each time they wake 
up. However, if the receiver wakes up during the gap 
between two RTS transmissions, it may miss the RTS burst. 
So the authors propose to use double channel check which 
works by assessing the channel twice with a fix short 
separation between them each time a node wakes up. 
The anycast mechanism is used to send the RTS burst, where 
more than one node in the forwarding set may try to reply to 
the same RTS, and the one closest to the destination should 
be elected to receive the data packet. The CTS transmissions 
are prioritized according to the routing metrics of contending 
nodes. Nodes with better routing metrics sends CTS packets 
earlier, while other overhearing nodes cancel their CTS 
transmissions accordingly, and nodes that can make little 
progress are excluded. 
To overcome the shortcomings of anycast like overhead of 
anycast RTS/CTS exchange, the authors propose convergent 
packet forwarding. In such mechanism, the node will remain 
awake for a short duration after receiving a data packet. If 
the latest anycast receiver has a routing metric close to the 
best, CMAC will use unicast and send the data directly to 
this node without using RTS/CTS packets. 
The experiment and simulation results show at low duty 
cycles that CMAC achieves the throughput and latency 
performance and outperforms other energy efficient 
protocols like BMAC [34], SMAC [26]  and GeRaF [18-20]. 
The issue here is that a lower duty cycle MAC protocol can 
save energy, but low activity levels place a limit on the 
protocol’s complexity, the possible network capacity, and the 
message latency. 

6.  Hybrid Sensor MAC protocols 

Hybrid MAC protocols aim to leverage advantages and 
mitigate the disadvantages of the synchronous and 
asynchronous protocols two. These protocols try to adapt 
their behaviors according to the traffic loads and patterns. 
Several protocols of this category [12], [14], [21], [44] can 
be found in [7]. 

A. Zebra MAC Protocol (Z-MAC) 

Z-MAC [17] combines TDMA and CSMA. It adapts to the 
level of contention in the network.  Under low contention, it 
behaves like CSMA, and under high contention, like TDMA. 
Z-MAC uses CSMA as the baseline MAC scheme and uses a 
TDMA schedule to enhance contention resolution and assign 
time slot during the network deployment phase. The authors 
adopt a centralized channel reuse scheduling algorithm [16]. 
After the time slot assignment, each node reuses its assigned 
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slot periodically in every predetermined period, called frame. 
The owner node is a node that is assigned to a time slot. The 
others are non-owners of that slot. In the adopted algorithm 
[16], more than one owner per slot may exist and two nodes 
further than two-hop neighborhoods can own the same time 
slot. 
Z-MAC uses priority scheme to switch between CSMA and 
TDMA depending on the level of contention.  A sensor node 
may transmit during any time slot. It samples the channel 
and transmits a packet when the channel is clear. However, 
an owner of that slot always has higher priority over its non-
owners in accessing the channel. The owners are given 
earlier chances to transmit and their slots are scheduled a 
priori to avoid collision, but when a slot is not in use by its 
owners, non-owners can steal the slot. 
During the deployment phase, each sensor node learns its 
two-hop neighbors, assigned to a time slot, chooses its time 
frame and forwards its frame size and slot number to its two-
hop neighbors. In transmission phase, sensor node can be in 
one of two modes: Low Contention Level (LCL) or High 
Contention Level (HCL). A node is in HCL only when it 
receives an Explicit Contention Notification (ECN) message 
from a two-hop neighbor within the last period. Otherwise, 
the node is in LCL. A node sends an ECN when it 
experiences high contention based on the packet loss rate. 
ECN permits to avoid the problem of hidden host. Z-MAC 
uses backoff, CCA and LPL interfaces of B-MAC [34] to 
perform its LCL and HCL. 
Z-MAC requires local clock synchronization only among 
neighboring senders and when they are under high 
contention (HLC). Z-MAC adopts a technique from 
RTP/RTCP (Real-Time Transport Protocol) [15] to 
implement this synchronization. The performance results 
show that Z-MAC outperform B-MAC under medium to 
high contention while it shows competitive, but slightly less 
performance than B-MAC under low contention (especially, 
in terms of energy efficiency). According to the authors, Z-
MAC finds its utility in applications where expected data 
rates and two-hop contention are medium to high. 
 

 
Figure 10. Hybrid-MAC communication mechanism. 

 

B. CSMA/TDMA hybrid MAC Protocol (hybrid-MAC) 

In this protocol [41], the authors propose a hybrid MAC 
protocol based on IEEE 802.15.4 standard [42]. Their main 
idea consists of adding a dynamic TDMA period into 
contention access period of this standard. IEEE 802.15.4 
standard has two operational modes, non-beacon mode and 
beacon-enabled mode. In non-beacon mode, channel access 
is only based on CSMA/CA. But in beacon-enabled mode, a 
beacon frame has to transmit in specified time intervals by 
the coordinator. The beacon frame is divided into an active 
and an inactive period. Devices are in sleep mode during the 
second period for energy saving purposes. The active period 
also consists of a Contention Access Period (CAP) and a 

Contention Free Period (CFP).This beacon permits the 
devices synchronize themselves for accessing the channel. 
The authors use the beacon-enabled mode and propose a 
modified beacon frame by assigning TDMA slots to sensor 
nodes during the CAP period (Figure 10). 
To determine the limit between TDMA and CSMA in CAP 
period, the authors consider two parameters: channel 
utilization level in CAP and the amount of pending data in 
nodes’ queues. To determine the queue state, eight different 
values have been utilized by using three reserved bits of the 
standard data packet header. These values define the queue 
state level meter which indicates the fraction of queue being 
occupied. Thus, each node gives the coordinator a more 
accurate description of its queue state. The coordinator 
maintains the queue state of network nodes in local array 
structure. Each array cell belongs to one network node and 
has the initial value of 0. Each time a data packet is received 
the coordinator checks the queue state of the sending node 
and updates its corresponding array cell. The channel 
utilization is evaluated as a simple function of number of 
used slots, number of unused slots and number of slots 
having collision. 
Two cases explain the decreasing of channel utilization, 
increasing collisions and reduction of used slots. In the first 
case, the coordinator checks the queue state array values and 
assigns TDMA slots to the nodes in descending order of their 
queue state values. In the second case, when the low channel 
utilization is caused by the decreasing of the used slots 
number and low collisions, the TDMA period length should 
be shortened. 
In this protocol, when a TDMA slot is assigned to a node, it 
will not be authorized to send data in the CSMA/CA period 
in the same beacon frame. Thus, number of nodes 
participating in the contention is decreased and fewer 
collisions occur. Moreover, TDMA slots are only assigned to 
nodes having queued data, thus permitting to avoid the 
common problem of under-utilization of slots in TDMA 
methods. However, the main advantage of this protocol 
resides in the use of coordinator node. 

7.  Critical Issues to Know About Performance 

In this study, we have noticed that each MAC protocol 
proposed for sensor networks tries to minimize energy 
consumption by reducing collisions, limiting idle listening, 
and overhearing. Synchronous MAC protocols require that 
sensor nodes expend some considerable part of their energy 
to share state and maintain synchronization.  
Additionally, the extent and frequency to which the sensor 
network undergoes organization and reorganization can 
greatly affect its performance. However, the protocols of this 
class may allow sensor nodes to remain asleep for longer 
periods of time and forward messages with less effort than 
those using unscheduled MAC protocols since the sensor 
node has some indication of its neighbor’s active/sleep 
schedules. Nevertheless, Synchronous MAC protocols have 
obvious disadvantage in scalability and adaptability. This is 
because, sensor nodes need to strictly follow the assigned 
communication time slots in case of TDMA scheme and 
require frame synchronization which involves the 
complicated tasks of slot allocation and schedule 
maintenance. Figure 11, Figure 12, and Figure 13 provide 
qualitative performances of MAC protocols. Each curve 
qualitatively represents the tendency of different 
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performance metrics (energy, latency and throughput) as t
traffic load changes. The dashed horizontal line qualitatively 
represents the medium level of each metric. Figure 11
presents the qualitative performances of synchronous MAC 
protocols. This kind of protocol has a good performance in 
terms of energy consumption when the network traffic load 
is low. The energy-saving performance decreases with an 
increasing traffic load and reaches an unacceptable level 
when the network’s lifetime becomes too short.

  
 

Figure 11. General performance understanding of 
Synchronous MAC protocols performances

 
With the increasing traffic load, on the other hand, the 
latency is increasing due to a heavy traffic load
end-to-end delay will be prolonged. Thus, the throughput 
curve is moving up and eventually stabili
when the traffic load becomes high due to the queuing 
traffic.  
Asynchronous MAC protocols are characterized by their 
simplicity. Neighboring sensors nodes do not need to 
schedule common active/sleep plan; thus, minimizing 
resource utilization within a sensor node and eliminating the 
protocol overhead. However, coordinating neighboring 
sensor nodes for communication becomes a primary function 
of these protocols. Using the preamble to establish the 
communication between neighboring nodes
synchronization need but may increase the overhearing and 
thus, energy is wasted due to the long preamble. For some 
protocol, this energy waste can be mitigated using short 
preamble. 
Hybrid MAC protocols combine the qualities of the two 
previous classes. The first class presents collision
channel utilization and throughput, which are suitable for 
high traffic load situations. The second one possesses 
simplicity, flexibility and robustness; hence, enabling nodes 
to be adaptable to network topology change. Hybrid MAC 
protocol may switch its process between the synchronous 
and asynchronous mode according to the traffic loads. 
According to the experiment done in [40], hybrid protocol 
can help the monitoring system to give an almost rea
answer to the emergencies. Figure13 shows the qualitative 
performances of the hybrid MAC protocols. These protocols 
give an intermediate performance level comparing with the 
pervious protocols. 
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protocol may switch its process between the synchronous 
and asynchronous mode according to the traffic loads. 
According to the experiment done in [40], hybrid protocol 
can help the monitoring system to give an almost real-time 
answer to the emergencies. Figure13 shows the qualitative 
performances of the hybrid MAC protocols. These protocols 
give an intermediate performance level comparing with the 
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change the radio state periodically and need clock 
synchronization to maintain common active/sleep schedule. 
Moreover, node may have pre-assigned time slots to transmit 
the data but each node has to listen to the time slots of its 
neighbors in order to synchronize. In the second class, sensor 
node has its own active/sleep schedule that can be 
established based on the medium activity. Sensor node may 
adjust its active/sleep time according to the medium state. 
Hybrid protocols combine both synchronous and 
asynchronous modes - senor node may switch its 
communication mode according to the traffic behavior. 
Throughout this work, energy consumption and latency have 
been considered as the main studied parameters. Each 
protocol provides benefits for certain applications or under 
certain conditions according to the chosen design. But, there 
are still many more challenges that need to be solved for 
MAC protocols. It is still needed to find out a suitable 
solution for real-time support. Optimal or the best achievable 
energy efficiency also remains an open issue of great 
interest.  It would surely be welcome if a general, flexible 
MAC protocol could be designed that supports various 
applications and operating environments while consuming 
minimal power and offering acceptable traffic 
characteristics. 
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