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Abstract: Routing of VANETSs is a challenging issue that hasespecially in sparse environment. In area-basegreagpion
attracted many attentions of researchers rece@tiptention based also duplications can occur because of obstacléseba
routing protocols have good congruity with high riigpof nodes  neighbors and too close timers of neighbors. Anothe
in this kind of networks. Prevention from forwardirduplicate problem of this mechanism in VANET comes from

packets is an important challenge in such routirggeols. Indeed,
such duplications can reduce scalability and efficy of

contention based routing protocols. On the othendhathe

prevention method can affect advantages of suctingpprotocols.
In this paper, we proposed 2 new routing protobgladding 2 new
methods to an existing contention based routingtopod to

decrease overhead of duplications. Simulation tessthow that
overhead decreases significantly while preservimdrte-end delay
and delivery ratio in suitable values.

limitation of vehicles’ movements along the roadsiah can
cause empty area of vehicles in some directionsréfbre,
restriction on positions of candidates of next lgreases
probability of forwarding failure. On the other Ihn
deceasing number of duplications in this mechantam
reduce congestion and therefore can decline delays.

Finally in active selection, duplication can ocdara few
situations in which current forwarder doesn’t reeenext
hop’s forwarding packet and therefore it suppos$es the

Keywords. VANET, routing, overhead-controlled, contention-packet was dropped and therefore resends it. Gihds of

based, suppression mechanism.

1. Introduction

Cheap, high-performance and reliable networks cgply

duplication can be prevented by this mechanism. @rbe
problems of this mechanism is that two control rages
(RTS and CTS) must be transmitted, before eachpatket
forwarding. This can increase delays and also sifies the

human need for improving communication technolog)f?‘ﬁeCtS of wireless links’ failures on transmisEdiRTS and

Growth in population has been causing increasirgcles’
mobility on the roads. This traffic on the roadsndse a
potential carrier for data packets. Nowadays, peepxpend
a lot of time in heavy traffics in large citiesvehicles. This
also indicates the importance of availability ofiatable and
cheap or even free of charge network between e=hi@uch
network can be used for many different applicatidike
enhancing traffic safety [1], gamming or even pdowvi
some chargeable services like providing parkingmegion
[2] or needed information during intra-city transiadion.

CTS messages are also at risk of being affectediilgtess
links’ failures). In addition, since nodes in VANEThave
high mobility and also because of wireless linkluias,
selected next hop may not receive the packet amickfibre
retransmission will be necessary in such situations
Totally, CBF with basic suppression is a suitable routing for
VANETS. It has suitable end-to-end delay [3] andiveey
ratio [3], [4]. Main disadvantage of CBF with basic
suppression is that it sends many duplicate packbish
cause considerable overhead that can be a seriobiem

Vehicular Ad hoc Networks (VANETS) are networks ttha®’ CBF with basic suppression’s scalability. Besawf

can supply this need. In VANET, just like other dimf
networks, routing is a major issue. In this papsg routing
protocols for this kind of networks have been p

limitation on positions of vehicles along the roadsually
distances between neighbor vehicles do not
duplications in VANETSs. In this type of networksyd

Since contention based routing protocols have godfPortant sources of duplications are close timarsl

congruity with high mobility in VANET [3], the pramsed
protocols are also from this type. In this typepobtocols,
duplicate forwarding is a challenge that must betratied.

Suppression mechanisms can be used to solve thlidepn.

Three suppression mechanisms have been preserf&dan
prevent duplication, namely basic suppression, -bhesad
suppression and active selection suppression.

In basic suppression, duplication can occur yetabse of
longer distance than transmission range, betwewighbors
of current forwarder, obstacle between them esjgdia

city environment, or even too near timers of ne@ihbthat
causes neighbors haven't enough time for preverftiog

duplicate forwarding. Wireless link failure is ahet reason
of duplication in basic suppression. Duplicatiom acause
more traffic and consequently more and more datagiata
link layer. On the other hand duplication can htdpfind

efficient and reliable

vehicles in the junctions. Since timers have sigaift effect
on the performance of routing, they must be seteateshort
as possible. Therefore, duplications caused byectosers
must be managed. In addition, due to the fact ihahe
junctions, usually some neighbors of current fodear
cannot hear each other because of obstacles [Blicdtions
should somehow be prevented from.

In this paper, we propose two routing protocolsduyling
two mechanisms to contention-based routing proteati
basic suppression proposed in [3] to control dapdic
messages. These mechanisms have as low effectheon t
advantages of CBF with basic suppression as pessibthe
first one that we call it “CBF with ACK”, we use ACand
NACK messages to reduce duplications. ACK is usad f
preventing from creation of duplicate packets arCN is
used for suppressing more duplication propagatidriclwv

route by means of redundancy

! Contention-based forwarding

cause
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can cause more making of duplicate packets in stexts of VANETS' properties. In [14] a cross layer protocd
transmissions. In spite of active selection, tha&K and proposed that selects next hop as a part of MA@rlay
NACK messages go after packets and therefore ddfgct function. Its MAC layer's function doesn’t use cuanit
the main forwarding steps. Indeed, forwarder ddesmit messages like RTS and CTS for collision avoidanwd @1
for ACK or NACK before forwarding the packet to thext IEEE 802.11 unicast. It means that in a real ndtwaith
hop. Therefore, they neither affect transmissioilufas several simultaneous independent transmissionsisioak
(their transmission failures don't affect data petck can occur more and more and probably decreaséceffir.
transmissions and such failures only cause notemtéyg Although this ACK sending mechanism can cause lower
from duplications) nor increase delays in the nekimy duplication and consequently lower overhead thasicba
layer but they limitedly increase the data traffic. suppression, it also has some preventable duplitati
In the second routing protocol, we extend the fose occurrences growing with increasing in traffic dgnsin
with a mechanism to ensure ACKs and NACKSs can stbp this paper, we proposed two methods for solvings thi
duplicate packets ultimately in thé"rhop, in the worse problem as coming in the following section.
cases. We denominate this extended routing protoebbp
stop”. In this routing, some intermediate forwasdef a 3. QOverhead-controlled contention based
packet wait for receiving ACK before continuing routing
transmission of the packet toward its destination.
These two routing protocols restrict to greedy famling Reducing the high overhead of contention-basedingus
phase of routing. Indeed, recovery strategy iscooisidered very important. It is critical for scalability. Ineasing the
in them. In a real application, a recovery stratsggh as number of packets and vehicles and consequentingathe
what presented in [6] or perimeter forwarding of $hould data traffic can cause much extra delay especiaith

be added. regard to non-ideal MAC protocols. Heavy data tcaffan
even cause packet lost. On the other hand, mechanis
2. Rdated work which are used for controlling overhead of contamibased

) routing should have as low effect on the advantafédsas
There are many routing protocols that have beepgs®d possible.

for VANETs or even other networks like MANETs which Itis Worthy to mention that in our routing protdm,QNe

can be applied to VANETs. Some of them are topolog%uppose that all nodes know their positions (itlan
based [8] which use established route from soume jchieved via GPS) and also a location service [18],can

destination for transmitting packet, e.g. AODV E}d LO-  help a sender node to know location of packet dattin.
PPAOMDV [10]. As high mobility in VANETSs can cause

change in efficiency or even failure of routes,stheouting 31 CBF with ACK

protocols encounter many problems in such networkés in CBF with basic suppression mechanism [3]our
Therefore, many other routing protocols (positi@sdd [8]) routing protocols, each node which has a packériweard,
use greedy forwarding (it is possible that a feypdhahead sends it as single-hop broadcast. All neighborswfent
are considered in selecting next hop, i.e. recoveoge in forwarder which are closer than forwarder node lie t
[11]). In some of this kind of routing protocolsurcent destination of the packet set timers. Each neighiviose
forwarder explicitly determines which neighbor isxhhop, timer expires and hasn't received the same packehat
i.e. GPSR [7]. Thus exchanging beacons is usedna f time from any other neighbors, continues sendirgpticket
neighbors’ positions that causes overhead and sy lise by forwarding it as single-hop broadcast. Otherghkors
of inefficient or even broken links because of ofitorder which receive this single-hop broadcast, will twff their
information. timers.

Hence, some position-based routing protocols ogdicbn  Additionally, in CBF with ACK, when confirmed forwder
exchanging and use priority function for selectmext hop receives single-hop broadcast of its first neighicgends an
in a distributed manner [3], [11]-[17]. An importan ACK as single-hop broadcast that confirms this hiedy.
challenge in such routing protocols is duplicatismiich  Therefore with high probability, all neighbors tkoare not
should be controlled. Three suppression mechantsawe in the transmission range of new confirmed forwarde
been proposed in [3] to control duplication as roered in  cancel their own timers for the packet if any existhen
section 1. In greedy mode of [16] hybrid of areadzhand they receive this ACK. Meanwhile, each neighboralihhas
active selection are used. If the neighbor locabes sent that packet (except the confirmed neighbahbyACK)
Aggressive area (a 60 degree sector) it perforkes drea- sends a NACK to announce to its neighbors that gtalcis
based of [3] and if it is placed in other partscohtention been sent by it, is duplicate. Each of its neighbahich
area (named Non-Aggressive area in that papegriopns receives this NACK also will cancel the timer oflvgend a
like active selection. In [12] and [15] also aresséd NACK.
suppression mechanism is used for duplication obntn  Therefore ACK follows the main packet and preventsn
addition, in [12] a technique named “Avoidance ofending duplicate and NACKSs go after duplicate p&sland
Simultaneous Forwarding” has been proposed folviegpa  try to get them and preventing from their propawgai Since
problem of duplicate packet forwarding. in MAC layer maybe ACK waits behind some other

These mechanisms of duplication control have a mumbtransmissions, a number of duplicate packets caisene.
of problems as mentioned in section 1. Thus a bett€herefore sending NACK is needed. Also too neaetsmare
mechanism is needed. In a number of papers [1Y]} [lother reasons for necessity of sending NACK. Figlre
“ACK forwarding” of current forwarder is used todwece presents the flowchart of CBF with ACK.
overhead of duplication. In [11] the routing pratbdas
been proposed for WSNs, although it is compatiblth w
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Figure 1. Flowchart of CBF with ACK

Thus, by sending little ACK and NACK messages inFCB sending them. In addition, after receiving thetfgisigle-hop

with ACK, overhead of duplicate packets can be raied.

It is noticeable that ACK is sent only by one nadesach
forwarding step of packet transmission from soutoe
destination and NACKs are sent only by nodes winathe
sent duplicate packets. On the other hand, sendi@y

occurs just after receiving first single-hop broastc of
neighbors, and NACK is sent just as a node knowasitthas
sent duplicate packet and there is no waitingifoet before

broadcast of neighbors, other neighbors which heed to
forward any packets, likely have some remained dtffick
time in the MAC layer. Hence, probability of sucskes
transmission of ACK or NACK in the first try is
considerably high. However, this probability carduee
dramatically with increasing network congestiongufe 2
shows an example scenario which clarifies high abdty
of successful ACK sending in the first try.

Sender Forwarding ACK |
'7 Canceling DFD
T
Neighborl DFD ] |
Neighbor2 DFD [Waiting in MRAC |
Neighbor3 DFD [ Farwarding |

Figure 2. ACK will be sent in first try with high probabilityLittle spaces before forwarding tasks presentdF8AC
protocol.

Figure 3 indicates a sample scenario which showsahason
of high probability of successful NACK sending imetfirst
try. In this scenario, Neighbors 1 and 2 are nedgblbof
sender but they are not in the transmission rarfgeaoh
other. Neighbors 3 and 4 are neighbors of “Neighhajust

after receiving ACK of sender, Neighborl recognittes its
sent packet is duplicate. It is worth noting tHa¢ treason
why Neighborl waits in MAC layer for Neighbor2's
transmissions while it doesn’t hear it, is thatdsmreceives
Neighbor2’s transmissions.

ACK for
Neighbor2
Sender Forwarding | Waiting in MAC ACK
Waiting in MAC

Neighborl DFD | | Forwarding NACK
Neighbar2 DFp |[ Forwarding
Neighbor3 DFD ]

’— Waiting in MAC
Neighbord OFD] |

Figure 3. NACK will be sent in first try with high probabilityLittle spaces before forwarding tasks presentd8AC protocol
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Therefore, with considerable probability ACK/NACK packets, this mechanism can reduce the overheealitihg.
messages can stop duplications of each forwardieyy of For example of “CBF with ACK” routing protocols, ia
transmission in first try especially in non-densaffic and scenario which is presented in Figure 4, senderahaacket
because of ACK and NACK are sent by only those sodéor forwarding. It is supposed that destinatioridsated at
that have forwarded the packet (main or duplicate) these the end of the same street where sender is locateand
kinds of message have little sizes in comparisoth Wata sender moves toward destination.

3.2 n-hop stop

7- Ack that contirms
meighbor 3

:
; b - 4- Ack that confirms :
b, i neighbor |

i

B =
o
> e neighbor 5
Ack that confirms) -~

Figure 4. Sample scenario of CBF with ACK

network with heavy data traffic, we can be surettha
duplicate packets which have propagated becaudelayed

In n-hop stop, routing is done similar to CBF WACK  ACK and delayed NACK will be stopped in utmost hop
except that all the neighbors of "Mforwarders in ahead. More precisely, if ACKs and NACKs have ddiay.
transmission sequence wait for an ACK from thyait in data link layer because of other transroissiin the
corresponding M forwarders before starting competition forsame shared environment), with this mechanismenatbrst
next hop selection where M is a multiples of n &1d  case, in i nodes ahead, data packet waits until receiving an
constant value. For example n can be 4 and consyé™  ACK or a NACK and as a result duplicate or main kesc
forwarders are % 8" and .
M™ forwarders for starting the next hop competiti@ith't  get duplicate packet before reaching stopping stepfore
confirm any special nodes. With receiving this kofdACK, " nodes). Figure 5 presents the flowchart of n-htp s
neighbors who already have received the packet etenp routing protocol.

with each other to become next hop. With this maigm in
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Ye:
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________________________________________ broadcast of the first
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Send an Ack as single-hop Send an ACK that Send an Ack as single-hop
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End Drop the packet neighbor that continued any special nades sender of this received
sending the packet packet

Figure 5. Flowchart of n-hop stop
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Figure 6 presents a sample scenario of n-hop siopng.
Suppose that n is 4 (stopping steps dte8# and ...). It is
also assumed that first node which originally aeeaand
sends a packet, assigns O to hop count field (nadesh
receive the packet with hop count 3, 7 and ... shuoual).

1- Packet with Hop Count = g
= 8- Ack with Hop Count =7
That confirms node2

7- Packet with
Hop Count = 8§

L} "
e
-
~

5- Ack with Hop Count =7
hat doesn't confirm any nodes

4- Ack with
Hop Count =6

Figure6. Sample scenario of n-hop stop

4. Theoretical analysis

In this section, we theoretically analyze our prsgub
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inequality (1) as MAC _Delgy and MAC_Delay.
Furthermore, we consider first and second Dglaying in
that inequality as forwarding_Delagnd forwarding_Delagy
On the other hand, in this paper we calculate DRt like
[3]. Therefore we have:
Z | MAC_Delay; + Y2, forwarding Delay; <
Progress

(1 N Progfessml‘)lx) X Tmax (2)
Now we can generalize inequality (2). If we have n
forwarding steps so that ACK and NACKSs can prevenn
propagation of the duplicate packet, we have falhgw
inequality:

™, MAC_Delay; + Yi-, forwarding Delay; <
Progress

(1 - Progfessmzx) (3)
We suppose that all propagation delays (as a facfor
forwarding_delay) are equal to their upper bound.isl
noticeable that Since ACK and NACK in our protochés/e
the same size, there is no difference between rrigsfon
delays of ACK packets and NACK packets. Hence,
inequality (3) can be written as:

Tmax

algorithms. For this purpose, we check that how our Y.I-; MAC Delay; + n X (transmission_delay(ACK/

protocols treat in steps of transmitting a packetard its
destination. As we explained previously, the maasons of

duplication in VANETs are close timers and obstacle

between vehicles especially in the junctions. Wesaer
situation presented in figure 7 in which vehicledGesn't
hear vehicle B, without losing generality. So, degtion can
occur, if vehicle A cannot send ACK on time for eyde
because of close timers of vehicles B and C or majbce
losing competition for sending in MAC layer due dther
send behind of vehicle A.

Figure 7. duplication scenario

In this scenario, vehicle D sets DEfimer for competing to
be selected as next hop in response to receivipgjcdte
packet sent by vehicle C. In such condition, usi@BF with

ACK”, NACK packet should prevent from continuancé o

NACK) + propagation_delay,,,) <
Progress
(1 - Progfessmzx) (4)
In inequality (4), Thax Progressas, propagation_delay, and
transmission delay of ACK or NACK
(transmission_delay(ACK/NACK)) are constant values.
Therefore, “number of forwarding steps until NACHKnc
suppress duplicate packet (‘n’ in inequality (4)yMAC
delay in each of these forwarding steps” and “peegrof
neighbor(s) which sets DFD timer for current fordiag of
duplicate packet” are variables of inequality (Bow we
estimate constant values:
™, MAC_Delay; + n x (3.3 x 107* Seconds) <
(1 - —gmgmssl)) x 0.045 Seconds (5)
00 meters

Value of MAC_Delay depends on data traffic. In hedata
traffic, it can be too long to satisfy inequality)( In such
situation n-hop stop protocol can solve the problbyn
stopping duplicate packet propagation in some foling
steps. On the other hand, in lower data traffiszviich ACK
and NACKs just encounter for example one backafittithe
inequality (5) can be estimated as following:

Tmax

n X (1073 Second) <
M) X 0.045 Seconds

(6)

500 meters

duplicate packet propagation sent by vehicle C. Faihere 16 roughly is upper bound of sum of “MAC_Delay
successful prevention, needed time by NACK to reacind transmission delay”, considering our suppasitidrhus,

vehicle D should be less than DFD timer of vehibleF
Delaymac(ACK, A, C) + Delayforwarding(ACK, A, C)

+ Delaymac(NACK, C, D)

+ Delayforwarding(NACK, C, D)

< DFDD 1)
Where Delay,. is the delay which occurs in MAC Iayér e.g
for backoff time, IFS before sendings and RTS afdsC
sending, that can vary based on used MAC protolcol.

if progress of vehicle D is even 90% of the maximum
progress (500 meters), n should be less than 4Bcé] in
such situation, with 4 forwarding steps or fewestaces
between forwarder of ACK or NACK which tries to guipss
duplicate packet and the neighbor of current dapdipacket
forwarder who sets DFD timer, ACK or NACK can
successfully stop propagation of duplicate packkerefore
we can expect that our proposed protocols can eappr

addition, Delaymwarging iS sum of transmission delay andduplicate packets in few steps even with the emcsteof

propagation delay. Moreover, in both Delay and

MAC layer delays. For more precise evaluation, wesent

Delayiowarding first parameter is kind of sending packet andgimulation results in section 5 to consider varigosnplex

two others are current forwarder and next recenfethe
packet respectively. We call first and second Dglain the

2 Dynamic Forwarding Delay

situations.
Now we should check our protocols’ overhead redusti If
our protocols cannot suppress duplicate packets’

propagations before reaching their destination, iasly
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their overheads will be worse than basic supprassioAs can be seen in inequality (11), with a speaifitue for b,
because of useless ACK/NACK sending. Hence, weldhowur protocols should have ‘m’ with value less than
calculate that in which condition they reduce oeadh For maximum value so that their overheads become redirce
this purpose, we suppose that in each forwardieg #tere comparison with basic suppression. For exampleh Wi2,
are averagely ‘b’ number of next hop forwarders.(fh-1” 1.3, 1.5 and 2 as values for bymwill be almost 2.65, 3.59,
duplicate forwarders in each forwarding step avelsdg 4.67 and 5.66 (it is noticeable that in real workdith
Also we assume that distance between sender atidates  different values for parameters of inequality (8)g. larger

of a packet is averagely ‘n". If our protocols catop packet, and more precise value {éﬂ instead of its upper

duplicate packets in ‘f hops averagely, our protocols’ . :

overhead reductions can be calculated by formyla (7 bound,_these Fax can be even higher). Hence, with even few
et n 11 branching factors, our routing protocc_)ls can stoplidate

LiZo (b x P) — ( [;] X LiZo (b* x (P + 4)) ):(m <m)(7) packets a few steps later while they still redineedverhead.

In formula (7), P and A are sizes of Packet and ACIKor evaluation more accurately, we use simulatiorthie
respectively. First sigma calculates size of aliwirded next section.

packets (mains and duplicates in all steps). Sinceur

protocols, each node which sends main packet witlds 5 Simulation

ACK and each node which sends duplicate packetsgitid ) )

NACK, second sigma can calculate sum of sizes bf dror evaluation of presented routings, we use OMNeT+
packets and corresponding ACKs or NACKs sent inheadersion 4 [21]. Basic suppression and area-based

. . mechanisms of [3] are chosen for comparison withh ou
suppression phase ar{é’n-] shows number of suppression

) _ ~routings. Reuleaux triangle is selected as shape of
phases (we call forwarding steps from sending dafi suppression area. In all of routing protocols, “Aemce of

packet until its suppression as a suppression ph&se Sjmultaneous Forwarding” presented by [12] is u&aui-to-
example’ if we have b = 2 and m = 3, ﬁgure 8 shaws end deIay, re”abi”ty (Nm-duplicate received packets in their destinatiegns
suppression phase with first forwarding Step of nesxt Ntotal sentpacke)s overhead (OH:Ntesforwarded by all nodes in the network
suppression phase. Orange branch is main branchhwhj N duplicate received bytes in their destindi@Nd Normalized overhead
transmits main packet and others are duplicate che® (NOH) are metrics for comparison. NOH formula is:

which transmit duplicate packets. After each suggion
phase, all duplicate packets are suppressed (glhivureal
situation, duplicate packets’ suppressions usufidlyt occur
in the same step but for simplicity we assume &habccur
in an average step) and new duplicate will be foded from
main branch of forwarding with factor ‘b’.

betes forwarded by all nodes in the network

for eahnon-duplicate (Nhopsvisited X betes)
received packet 'in its destination byi of i

NOH = (12)

X

Where N presents the number of its subscript. Sitiar
parameters are presented in Table 1.

Table1l. Simulation parameters

parameter value

Vehicles’ transmission range 500 m

-

Y\

extension of 802.11
broadcast with collision
avoidance like extension
proposed by [20] at 2 Mbps

Data link layer protocol

slot of data link layer’s

backoff times 20 microseconds

Figure 8. Suppression phase

In the last suppression phase, all branches uswuallybe
suppressed by NACKs but main branch will be stopaed

T maxOf DFD 45 ms
, randomly chosen from 100 to
Packets’ payloads 200 bytes

the destination of the packet which can be neasethé
beginning of the last suppression phase. In thstvease, we
assume that destination also is located Atstep of the last
suppression phase. For overhead reduction (whictldibe

5.1 Using Random M odel

For simulating random model, number of nodes ismgbkd

greater than zero) based on formula (7) and ge@metin a way to achieve averagely 5, 10 or 15 neighbmrgach

progression, we have:
s (2] @

1-b
P<Pxb"— [%] x(P+A)x(B™—1)  (9)
We assume that Packet size is 100 Bytes, ACK an@iA

are 14 Bytes and n (distance between sender atidat&m
of the packet) is averagely 7. Hence we have:

100 < 100 x b7 — [%] x (100 + 14) x (b™ — 1)

(P+A)x(1—-b™)
EE)>0

(10)
For simplicity of calculation, we replax{?:l-] with its upper

bound (7/m + 1) and rewrite inequality (10) as:
100 < 100 x b7 — (%+ 1) x (100 + 14) x (b™ —1) (11)

node in different simulations and packets are samilomly
by nodes with uniform probability that lead increasdata
traffic with increasing network density. In somejuies,
clustered-column diagram is presented for illugiratof
values of corresponding metric for different rogsnmore
precisely in each network density. In clusterediouol
diagrams, the order of vertical rectangles for eaetwork
density from left to right is same as order of hogs’ names
beside the diagrams from top to bottom.

As seen in Figure 9, overhead (OH) of n-hop stoptially
better than other routing protocols. In the lowsistulated
density of vehicles, CBF with ACK has lower overtiehan
n-hop stop. The reason is that in that density rermdf
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duplicate packets reduces and therefore stoppeps staus
even more overhead meanwhile it isn't necessamast of
the cases. Furthermore, because gifEtay steps, -hop stop
routing protocol suffers from carry and forward mdhan
CBF with ACK in the lowest simulated density, besa
more delay in forwarding of packet to the next hogow
density when such forwarding is possible, can caitsation
in which no potential next hop is available andrétfere
carry and forwarder occurs. More carry and forw
occurrences cause more packets which aren’t reteio
their destinations before end of simulation (beeausd
vehicles’ low speeds in comparisowith wireless
forwarding). Consequently, ratio of sent bytes ton-
duplicate received bytes increases. In additionrenwarry
and forward occurrences cause more resends
consequently more overhead. The reason why overbé
CBF with ACK increases dmaatically in network witt
averagely 15 neighbors for nodes, is the traffic data
transmissions and consequently increasing in waited
delayed ACKs and NACKs that causes more duplical
and also more overhead of ACKs' and NACI
transmissions, themises. With managing these wait
ACKs and NACKs by rhop stop, this routing protocol h
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good overhead in that traffic. In network with sagely 10

neighbors for nodes, CBF with ACK anc-hop stop have
roughly the same overhead. It is because thatail network

density, neither carry and forward nor heavy ¢

transmissions cause high overhead. Indeed, inniatork

density, ACKs and NACKs can reach on time and an

other hand because of existence of enough neightzorg

and forward occurs rarelA little more overhead of-hop

stop in comparison with CBF with ACK in that netu

density is for more useless overhead of mul-n" steps for
sending extt ACKs. Also as seen in Figur, reuleaux area-
based suppression mechanism leads well overcontrol

when density has increased but in lower densitgaiise:

more carry and forward and resend occurrences

consequently more overhead, because of its liritatin

allowable neighbors that can participate in nextp

selections’ competitions. Inpite of it, routing with basic
suppression mechanism has more overhead in d

networks. It occurs because with increasing inrttiaber ol

neighbors, probability of forwarding duplicate patd

increases in this routing much more in comparisah wther

simulated routing protocols which have better sapgion

mechanisms.
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Figure9. Overhead (OH) in Random Model

Normalized overheads (NOH) of different routing fomls
have been shown in Figure .10his figure totally confirm:
results presented in Figure @&out overheads of routir
protocols. Howeverdifference between NOH of reulea
areabased and other NOHs in network with average

neighbors, proportionally, becomes higher in corngoa
with results of OHs in Figure. This is because that hop
count (HC) of reuleaux ar-based in that density is
considerably lower than HCs of other routings bseaaf
more carry and forward occurrenc

3: \ _»
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Figure 10. Normalized Overhead (NOH) in Random Model
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Figure 11 shows end-to-end delays of different ingut
protocols. As shown in the diagram, basic suppoeshkias
the least end-to-end delay among all. Althougtoitsrhead
of duplications increases delay, its redundancfpafarding
through different routes decreases end-to-end ddéhay
means of increasing chance of finding near optinnouotes.
Reuleaux area-based has the worst delay in netwaeitks
averagely 5 and 10 neighbors for nodes and thendelsest
delay in network density of averagely 15 neighbmesause
of its higher occurrences of carry and forward egsknds in
lower density network that vanish in the higheshsity
network. In more detail, in network with averagely
neighbors for nodes, its high carry and forwarduonces
cause higher delay.
although its carry and forward occurs rarely biltistauses
more delay in comparison with basic suppression @B&
with ACK. Also in spite of rare n-hop stop’s carand
forward occurrences and its almost the same ovdriasa
reuleaux area-based in that network density, dudtso
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area-based’s OH is almost equal to 2/3 of overle#aCBF
with ACK in averagely-15-neighbor network, in reals
area-based all redundant forwarding operations
transmitted by almost 1/3 of neighbors which haettdy
positions. In addition, some part of overhead ofFOBith
ACK is for ACKs and NACKSs especially in that networ
density that delayed ACKs and NACKs themselves €aus
more overhead, but in reuleaux area-based theme such
messages and overhead is only for duplicate dateefm In
addition, some ACKs and NACKs in CBF with ACK can
stop some neighbors that may even lead optimumear n
optimum routes. Hence, reuleaux area-based ha®rbett
chance to find near optimum routes. Moreover, tesshead

are

In averagely-10-neighbor nétworof reuleaux area-based decreases MAC layer deMss.as

results indicate, n-hop stop has more delay in @rispn
with CBF with ACK in network densities of averagéyand
15 neighbors for nodes. In averagely-15-neighbdwouk
density, this more delay is for multipléops’ stopping
steps’ delays and more redundancy of CBF with AGKt t

multiple-ri" hops’ stopping steps, n-hop stop has better endauses more chance to find near optimum routesseThe

to-end delay in comparison with reuleaux area-basbis is
due to the fact that these steps’ delays cause samber of
transmissions in the network take place in longee tof
completion. This leads fewer collisions and consedy
fewer backoff times in the MAC layer. As a resoital end-
to-end delay decreases. In the network with avéyahs
neighbors for nodes,

factors have even dominated the effect of higheF @Bth
ACK MAC layer delays. In 5 neighbors also becauskss
carry and forward occurrences of CBF with ACK, atshess
delay. However, in network density of averagely 10
neighbors for nodes, n-hop stop has a little beltday. This
is due to n-hop stop less collisions in MAC layes a

reuleaux area-based has nepeeviously described, which has even dominatecktfet of

encountered carry and forward due to existing ehoug little more overhead on MAC delays and the migig’

neighbors. On the other hand, while it can coritvofement
of duplications, because of limiting redundancy

forwarding to the neighbors with more suitable poss for
forwarding, it has better delay in comparison WitBF with
ACK in that network density. Indeed, although rewie

steps’ stopping delays which are short in suchfitrah

ofvhich ACKs are received on time. It is worthy to ntien
that generally all these simulated routing protedwve very
near end-to-end delays comparing with each otheaasbe
seen in Figure 11.
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Figure 11. End-to-end

Finally as can be seen in Figure 12, CBF with AGi§ the
best delivery ratio among all simulated routingtpools. In
network density of averagely 5 neighbors for nodebas
low overhead and low carry and forward occurrenéesa
result, more sent packets reach their destinabgnaeans of
this routing protocol. After that, due to its dugaltions, basic
suppression has the second best delivery ratio gnatin
simulated routing protocols. Its extra overheadd$¢eaore
carry and forward that causes less delivery ratio
comparison with CBF with ACK. N-hop stop’s multiph&'
stopping steps also causes high carry and forwaddlaw

Average number of neighbors

(b)

delay in Random Model

delivery ratio. Reuleaux area-based has the wabkvety
ratio by reason of its high occurrences of carrgy forward.
In network density of averagely 10 neighbors fodem
because of existence of enough potential next hopsost
of the cases, delivery ratios have become very. Hggsic
suppression and CBF with ACK have 100% deliveryorat
and two other routing protocols have almost 99%alodity.
These percentages become 100% for all routing potgo
iwith increasing in number of neighbors in the agehg15-
neighbor network.
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Figure12. Delivery ratio in Random Model

5.2 Using Map

We use sumo 0.12.3 [22] for simulating traffic flamvurban
environment. Map and traffic flow exploited
simulations are from [23]. We also use [23] for wecting
sumo to OMNEeT. In the following, the results of mapde
simulations are presented.

As can be seen in Figure 13, CBF with ACK has #eest
overhead among all simulated routing protocolsop-ktop
ranks second. The reason of better overhead of Wik
ACK in comparison with n-hop stop is that in treffi
restricted along roads, in spite of what happenRandom
model, neighbors can’t be located in all posititm®ughout
the transmission range of forwarder. Therefore,ceamng
each position, environment is sparser along someztitins
and less duplication occurs. In addition, becauséewer
nodes participating in competitions for next hojestons in
sparser environments, ACK and NACK have more chamce
be transmitted sooner. So the overhead of multifleeps’
stopping steps isn’'t useful in such traffics antéiyancreases
total overhead without usefully preventing from ticgie

packets’ overhead. On the other hand, in such asepa

network, delay of forwarding in multiple®h hops can
increase probability of need for resending andcfanry and
forward without any advantages. As mentioned pngsiig
more carry and forward occurrences can cause éeshed
packets in their destinations and consequentlyicerease
overhead. Basic suppression has more overhead
comparison with CBF with ACK and n-hop stop, beeatie
lack of suitable mechanism for controlling duplioast.
Finally reuleaux area-based has the worst overla@aoing
all simulated routing protocols. This is becausa thlimits
allowable neighbors which can participate in nexip h

in our

25

15

10

OverheadRatio]

]Ilt

CBF with ACK

reuleaux area-
based

basic n-hop stop

suppression

Figure 13. Overhead (OH) in map mode

Jllt

CBF with ACK

Normalized OverheafiRatio]

reuleaux area-
based

basic
sUppression

n-hop stop

n Figure 14. Normalized Overhead (NOH) in map mode

Figure 15 indicates end-to-end delays of simulatading
protocols. As can be seen, basic suppression latedst
end-to-end delay. The reason is that it uses rexhinutes
toward destination that increases the chance airfgn

selection’s competition as already mentioned. Henceptimum or near optimum route. Although redundanan

probability of forwarding in
considerably when straight directions of forwardaages are
along free areas of vehicles because of roads’eshafhus
in this routing protocol, carry and forward and eed

many cases declinesncreases overhead and consequently link layerysigits

finding optimum route has dominated to this exin& layer
delay. CBF with ACK is placed second considering-tot
end delay in map mode. After that n-hop stop rathksl

increase and consequently overhead raises. Noedaliznith little extra delay because of its multiplB-stopping

overheads of routing protocols shown in Figure 1goa
confirm overheads.

steps. Ultimately, reuleaux area-based has thetweoto-
end delay among simulated routing protocols, bexdts
carry and forward occurrences especially in caseshich
straight forward directions toward destinations pafckets
have considerable deviations from the roads’ divast as
mentioned previously.
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Figure 15. End-toend delay in map mo

10000

Delivery ratios of different simulated routing protocols
presented in Figure 1&s can be seen, CBF with ACK F
the highest delivery ratio among all. That is daet$ low
carry and forward occurrences that was previousfjagned
for overhead results of mpamode. Indeed, less number
carry and forward occurrences causes more numbi
reached packets and less number of carried pacheik
ends of simulations’ times. After that, basic s@gsion ha
the second highest delivery ratio. On the one hé has
more overhead than mwp stop that can produce more |
layer delay and consequently more carry and fon
occurrences; on the other hand its redundancy aser
chance of finding a route to deliver packet todiéstination
As results indicate,ts positive effect on delivery ratio h
dominated. Finally reuleaux arbased ranks last in term
delivery ratio, because of its high carry and fach
occurrences.
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6. Conclusions

In this paper, we try to propose suitable routingt@cols for
VANETs. We use contentiobased routing protocol wit
basic suppression presented by [3] as basis of osur
routing protocols. We use two mechanisms that ob
duplicate messages which causonsiderable overhead tl
can be a serious problem for CBF with basic sumwas
scalability. In VANETs, two important sources
duplication are close timers and vehicles in juordi

As simulation results indicate, in random modeVehicles’
mobility, CBF with ACK (our first proposed routin
protocol) has very well results totally in sparsetworks.
CBF with areabased suppression (reuleaux as suppre:
area) has generally very well results in densexowt in that
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model. In contrast, in thurban simulations (map mode) t
areabased suppression mechanism totally has bad n
because of its limitation on the place of candidaides foi
selecting as next hop. In this mode, CBF with AC&s
generally very good results. It reduces oved of routing in
comparison with CBF with basic suppression whilegtdy
preserves end-tend delay and delivery ratio of CBF wi
basic suppression (with a little more delay andneadittle
better delivery ratio).

As described in section 2, a numbe other works also have
used ACK after forwarding step in other forms
preventing from duplications, but in this paperawdy study
our proposed routing protocols as samples of uaiGH in
this way in comparison with content-based forwarding
with basic suppression and a-based suppression. Since our
results show suitability of our methods, it is neg¢do dc
more study about the ways in which such using A@K be
exploited (as MAC layer function, in combination thv
NACK and etc.) and even new nhanism of controlling
overhead by using ACK in this way can be prese
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