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ARTICLE INFO ABSTRACT

Received: 15 November The goal of this paper is to develop a network code that will help improve the performance of live
2023 streaming systems. The major factors that influence the network bandwidth is the buffer map
updating delay between the peers, The proposed model deals with the scheduling algorithm which
identifies the required number of packets to the various parent nodes. The scheduling algorithm also
considers the encoding and forwarding mechanisms in the network. The proposed method improves
the streaming continuity in the network and reduces redundancy. The experimental results claim
that the proposed algorithm improves the video quality and minimizes the rate of redundancy. It
also provides a high packet rate compared to the existing algorithms.
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INTRODUCTION

With the rapid development in the field of live streaming, the network will consume more internet bandwidth.
More people are interested in streaming online for high quality videos [1]. Many authors are interested in
developing the coding techniques for minimizing the internet bandwidth used by customers. One of these coding
techniques is HEVC, which will minimize the bandwidth usage in high quality videos [2]. The researchers also
concentrated on the 3D techniques to interact with the network. The ability to provide the communication in 3D
videos by using the internet also required more bandwidth. This type of mechanism will help people to interact by
using the new communication technology [3], [4], [5].

Different methods are employed to improve the quality of the video streaming by combining both the channel
coding and video coding [6]. But, the research on multi-source networks is still in weak condition. The authors in
[7] provide the different techniques for single source P2P networks.

The researchers face the difficulty in enhancing the P2P network transmission efficiency, where the existing
model utilizes the full bandwidth of the network connections. In [8], the authors address the P2P communication
model transmission efficiency. It involves a novel transmission mechanism for communication. The experimental
results proved the efficiency with respect to the delivery ratio of the packets in the video streaming.

In [9], the authors proposed the P2P communication methods for live streaming and file transmission which
is more efficient in sending and receiving the data. These systems are highly cost-efficient and can be developed
with considerable capacity. The first generation of P2P networks used multicast trees, which consist of one or
more peers where data packets are instantly pushed to the lower level of the network after receiving a new packet.
Conversely, swarm-based systems [10] are easy to implement and more adaptable than traditional networks. In
swarm-based schemes, each peer updates its buffer-map upon receiving a new video block and selects which
segment to fetch from its neighbour based on the packet's schedule. Representative pull schemes used in this
system include LayerP2P and Cool streaming.

Copyright © 2024 by Author/s and Licensed by IJCNIS. This is an open access article distributed under the Creative Commons Attribution License which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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An optimized algorithm for push-based networks is introduced in this study, which can effectively reduce
overhead and improve transmission efficiency. The proposed packet scheduling algorithm guarantees that each
packet sent to every receiver is encoded as per the network requirements, eliminating the need to wait for the
buffer-map update. It also considers the minimum number of packets required to be sent to each receiver. In
comparison to earlier swarm-based push schemes, the new algorithm demonstrates significantly improved
efficacy.

LITERATURE REVIEW

Packet scheduling is a critical factor for P2P networks. Although [11] proposed an optimized method to
handle distributed networks for error recovery, their approach only considers network encoded packets and not
sub-streams. Consequently, this method can negatively impact error recovery and coordination of the peer's
network.

[12] proposed a scheduling algorithm that prioritizes packets to enhance the performance of distributed
networks. However, their method only addresses the delay problem in swarm-pull networks.

In order to achieve a more efficient and cost-effective streaming solution, [13] proposed a proactive rate-
based selection algorithm and a bandwidth estimation. Unfortunately, their method requires frequent buffer-map
exchanges, which can increase the communication overhead.

The authors in [10] proposed a hierarchically clustered P2P streaming system called HCPS, which can
support the optimal streaming rate with a short delay. It is easy to implement in practice. The system's hierarchy
is composed of small size clusters that are grouped together to retrieve video data from the server. By carefully
managing the uploading capacities of each cluster, the system can be efficiently utilized.

There are various efforts being made to improve the resource utilization of P2P live streaming. One of these is
a two-phase swarming scheme [11] that involves the quick diffusion of fresh content to the entire system. This
method can be used to distribute the available content to the peer-to-peer network in the first phase. One of the
most common approaches to improve the performance of P2P live streaming is by implementing network coding
[12]. However, this method can't guarantee the maximum streaming rate. In [13], the authors present a novel
algorithm that can improve the streaming rate by converging the packet forwarding requirements of the network.
They also study the various factors that affect the performance of the stream.

By using the above packet scheduling mechanism, our approach suggests a straightforward transmission
mechanism that estimates the total number of packets to be scheduled in advance to decrease the frequency of
buffer-map exchange requests. This mechanism can be combined with other scheduling methods to deliver
superior video quality through P2P networks (table 1).

Table 1. Comparative Analysis of the Scheduling Algorithms in P2P Systems

Scheduling

Algorithms

Description

Advantages

Disadvantages

Round Robin [18]

Each peer in the network
takes turns sending data
packets to other peers in a
sequential order.

Simple and easy to
implement
Fair distribution of
bandwidth among peers

May not consider
network conditions
Higher latency due to
sequential order

Peers are selected

Provides a degree of
randomness which can help

May lead to uneven
distribution of

Randomized [19] randomly to send data in load balancin bandwidth
packets to other peers. Si . 8 Limited control over
imple to implement .
network congestion

Tit-for-Tat [20]

Peers reciprocate by
sending data packets to
other peers who have
previously sent data
packets to them.

Encourages cooperation
among peers
Helps in maintaining
fairness and balance in
bandwidth usage

Vulnerable to free-
riders who do not
reciprocate
May not adapt well to
dynamic network
conditions

Content-Aware [21]

Peers prioritize sending
data packets based on their
content relevance or
popularity.

Improves user experience
by prioritizing popular or
relevant content
Can reduce network
congestion by directing
traffic towards fewer
popular peers

Requires knowledge of
content popularity or
relevance
May lead to biased
distribution of
bandwidth
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Figure 1. Proposed Packet Scheduling Method

Figure 1 shows the proposed packet scheduling method, whereas in Figure 1(a), it is observed that two
different video streaming are given as G1 and G2. Non-informative transmissions become inevitable when a stop
signal lately emerges in the P2P overlay, resulting in the immediate discarding of these packets since the receivers
have already encoded the original ones. In Figure 1(b), the proposed method considers the swarm-p2P streaming
network optimally employs the available transmission opportunities. A swarm-p2P streaming network consists of
two components: an overlay network and a scheduler. The overlay network is responsible for establishing a
network for transmitting and receiving packets, whereas the scheduler manages the peers in the system. The
primary objective of the overlay network is to form a cluster of interconnected peers that are linked through the
tracker server. Whenever a peer group contacts the tracker server, it obtains information about the upload and
download bandwidth of its neighbours.

The objective of the packet scheduling module is to identify peers that have incomplete generations and
transmit the necessary combinations. The Packet Scheduling module can be split into three parts. An optimal
algorithm for scheduling packets considers the number of available slots during the priority window's shift. A
selection mechanism chooses the appropriate packet at random throughout the process. In case the client nodes'
upload bandwidth cannot accommodate the request, an adaptive push scheduling algorithm may be utilized to
skip certain generations in the streaming source. Each generation of the Packet Scheduling module handles
different algorithms for the client and streaming source.

The streaming source divides each video packet generation into multiple blocks, each lasting t seconds. These
network-coded packets are then transmitted to other users in the P2P network. A fresh network-coded packet is
generated by dividing it into several units using Eq.1. The selected packets from the priority window are then
forwarded to the next node in the queue. As the playback window changes, the priority period becomes a moving

window. "
X = Z w, ),
i=1

Where the coded packet is denoted with x, the received packets are represented with [w1, w2...wn] and
[y1;y2; ...yn] are random coding coefficients. When the receiver gets x, it determines if the packet is innovative or
non-innovative. If it is not, it is discarded. A client node can reconstruct the generation after it has obtained a
sufficient number of independent packets [16].
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Adaptive Packet Scheduling Model for P2P Network

The objective of the Adaptive scheduling algorithm is to enhance the average video quality for a given
network connection in cases where the upload bandwidth is insufficient to support full-rate video transmission.
All packets are encoded, and if the receiver node cannot get enough to decode them, they will become useless. This
issue can be solved by implementing an adaptive push algorithm, which will skip some generations to ensure that
all the other ones are successfully encoded. The streaming source performs the algorithm. Once the skipped
generation has been determined, the source transmits the new streams to end-users. Algorithm 1 shows the
adaptive scheduling algorithm in the priority period. In the proposed algorithm, the node i upload capacity is
denoted with Qi. The node average upload capacity in the network is given in Eq. 2.

Qavg = ng (m) (2)

Where m is the number of nodes in the network, until the current generation the cumulative available
bandwidth is denoted with Q.

Algorithm 1. Adaptive Scheduling Algorithm in P2P Networks

PRS-> Priority Region Start
PRE-> Priority Region End
Input: k-> streaming packets
Qavg-> Average upload capacity of the node
Output: vector V
For g <- PRS to PRE do

Q; = Q;—l + Qavg
if O, >k, then

Vg =kg
Else
Vg=0
End
Q; - Q; o Vg
Store the element Vg in to vector V
End
Return V;

Streaming Source Node Packet Scheduler

The goal of the streaming source scheduler is to ensure that the optimal amount of packets are sent to the
client nodes during each generation. The distribution's number of scheduled packets is set by VigX in generation g.
The streaming source's allocation of bandwidth is determined according to the upload bandwidth of the client
node. The current push factor 8 is the maximum amount of bandwidth that a streaming source can upload at a
speed greater than steaming. For each peer node i, the number of scheduled packets is calculated using the
following Eq. 3.

vi=1p 2] “
20, ’

Jj=0

When a new generation is added to the priority period, it uses a selection algorithm to determine the optimal
number of packets that should be sent to the client nodes. The outcomes of this process are recorded locally. The
selection algorithm subsequently compares the scheduled packet count for each node during the transmission
opportunity with the number of packets actually transmitted. If the video packet size of the first generation is less
than that of the second generation, an encoded version is delivered to the client peer, and the log of transmitted
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packets is incremented.
Client Node Packet Scheduler

The client node's packet scheduling algorithm considers the required number of packets to transmit video.
The goal of the optimization process is to reduce the number of non-innovative packets that are sent by the client
node. It will allow the client node to allocate more bandwidth for innovative packets during the priority period.
This enhancement can enhance the video quality and delivery ratio.

The algorithm decides that how many packets need to be transferred to the receiver node at each generation.
Computing the optimal amount of packets before sending them to client nodes during each generation in a P2P
streaming system typically involves a combination of factors, including network conditions, peer availability, and
content popularity. This problem is then solved using Integer Linear Programming (ILP). E; represents the non-
negative integer where the number of packets from client i is transferred to client j. All E; of k form the matrix E.
The factor 9 serves as an aggressive measure against the impact of non-innovative transmission and loss rate,
while the variable Vi represents the total packets received by j™ node from the source node. To minimize the
non-innovative packets, we formulate g within the priority period, subject to certain constraints outlined in Eq. 4.

M-2M-2

E = arg min Z iEij ()

i i=0 j=0

M-2
subject to ZEU <Q, forVi (i)

&

~

=0
-2

<

E, >[3(V, =V )] forVj (ii)

(=

j=

k . .
E, <V, forViand Vj (iii)
E, =0 forVj (iv)

Rule (i) stipulates that the total number of scheduled packets transmitted by sender node i to other nodes
cannot exceed its maximum upload capacity. To decode g, rule (ii) stipulates that all the nodes at the receiver’s

end require [S(Vg - lefg )] encoded packets. Rule (iii) is designed to ensure that the scheduled packets from node

i to node j are fewer than the packets received by node i from Vjg. This condition guarantees the availability of
adequate innovative packets at node i. Rule (iv) ensures that the peers only forward the packets to the other peers.

The sender updates the client schedule once the priority level has progressed. It then predicts the total
number of scheduled packets that will be allocated to each receiver. The client scheduling algorithm updates its
schedule every generation during the priority period. The generated results are stored in the local record. During
each node i transmission opportunity, a selection algorithm evaluates the number of packets previously
transmitted to receiver nodes j and Ej. In case the number of previous packets transmitted to receiver j is smaller
than Ej; for generation g, node j's information and generation g's information are added to a vector. A random
element is picked from the vector, and all packets received at node i for this generation g are combined and
forwarded to the intended receiver.

METHODOLOGY

The experimental analysis involves two primary phases: constructing the overlay and implementing the block
schedule algorithm. However, our focus in this experiment is solely on the block schedule algorithm. The main
aim of the proposed algorithm is to establish a fair comparison between various networks, which we implemented
using the NS2 simulator [17]. The network comprises 50 nodes, where each end node randomly connects to its
neighbours. As is typical in peer-to-peer systems studies, the upload bandwidth of peers is often the limiting
factor. the complexity of the proposed algorithm is (O(N¥)), where N represents the number of peers in the
network and k represents the degree of polynomial complexity due to optimization objectives. Table 2 shows the
parameters considered for the network establishment.

The video being streamed is using the H.264/AVC encoding and is in the Paris sequence, with a bit rate of
approximately 128 Mbps. Once all the packets have been decoded, the resulting video quality is 42.12 dB. Each
generation consists of 8 frames, which equals a series of pictures lasting 0.32 seconds, and the number of packets
allocated for each generation varies according to the encoding algorithm. On average, 64 packets are allocated for
each generation.
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To avoid the playback period from ending, the packets must reach the nodes within 2.45 seconds. The
streaming source must provide enough bandwidth to satisfy 20% of the end users. To compensate for the low
random network coding rate, the aggregate factor will create approximately one redundant packet per generation.
The size of the actual video blocks is 200 Mb. The coefficients for the network-encoded packets are stored in the
header and transmitted to the video packets, and the size of the video packets depends on the number of encoding
units in each generation. To achieve a full streaming rate, the upload bandwidth must be at least 1.26 times the
current rate.

Table 2. Parameter Settings

Parameter Value
Video stream Paris sequence (H.264/AVC)
Stream bit rate 128 Mbps
Generation size 8 frames
Video block size 200Mb
Packet header size 128 bytes

RESULTS AND DISCUSSION

Figures 2, figure 3 and figure 4 provide valuable perspectives on the performance and dynamics of the P2P
networks during the simulation. In Figure 3, the x-axis depicts simulation rounds, and the y-axis displays the
number of dead nodes. There is a steady increase at first, but a big change happens after roughly 200 rounds,
resulting in a spike of dead nodes. Surprisingly, the dead nodes settle at a high constant after around 700 rounds,
marking a critical moment in the simulation where network conditions become difficult.

Dead Nodes
Per Round
80 k
it
280
(=)
=
=
D 40 |
O
20t
O 4 2 £ -
200 400 600 800 1000
Rounds

Figure 2. Dead Nodes Per Round

Moving on to Figure 3, the graph depicts the dynamic nature of node activity during the experiment by
representing Operating Rounds per Round. Following an initial increase in operational nodes, a fall is noticed
after about 200 rounds, which continues until around 700 rounds. The functioning nodes have reached a
relatively low constant value at this time, reflecting changes in node availability and activity during the
experiment.

Figure 3 shows Packets Received per Round, with the x-axis representing simulation rounds and the y-axis
representing the number of received packets. The data shows a consistent increase in received packets per round,
peaking at roughly 640 rounds. After this time, the P2P maintains a steady high value of 4000 packets per round,
indicating continued communication and data transmission.


https://orcid.org/0009-0005-1035-8238
https://orcid.org/0000-0001-5348-8028

S.R. Marri and C. R. P /IJCNIS, 16(1), 186-197 192

Operating Nodes
Per Round
100 T :

oo b Mobile Sink | .

gor

60
80T

Operating Nodes

I0r
20
10T

200 400 800 800 1000
Rounds

Figure 3. Operating Rounds Per Round
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Figure 4. Interconnect Time Per Round

Figure 4 depicts Interconnect Time per Round, which has a linear relationship with simulation rounds. This
implies that nodes maintained a consistent level of interconnectivity throughout the simulation, showing the
network's resilience in sustaining communication ties.

The proposed system is compared with the ARND method [14] and ADS method [15]. The performance of the
proposed and existing method is evaluated using the Average video Quality, Delivery Ratio, Redundancy ratio and
Innovative packet rate. Figure 5 evaluated three different methods to compare their performance under varying
upload rates of the peers. The proposed scheme outperformed the other two approaches in cases where the upload
rate was insufficient to deliver the video, and continued to perform better as the upload rate increased. Conversely,
the existing schemes were unable to deliver enough packets for successful decoding. The proposed scheme
employs an adaptive scheduling algorithm that skips frames to ensure all packets reach their intended destination
before the playback deadline.
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Figure 5. Average PSNR Vs Peer Upload Capacity

Figure 6 presents an analysis of the performance of three different methods over a range of peer upload rates.
The delivery ratio, which reflects the average packet rate received compared to the streaming rate, is crucial for
determining video quality in non-scalable video delivery. The proposed scheme significantly outperforms the
ARND algorithm in delivering high-quality videos, achieving a better delivery ratio even in low-bandwidth
networks. The issue with the ARND algorithm is that it loses accuracy in packet pushing when the buffer update
interval is 200ms, as it has a longer update interval.

1.0

0.9

0.8

0.7 H
—=— ARND

—e— ADS
—A— Proposed Method

0.6

0.5

Average Delivery Ratio

0.4

03 T T T T T T T T
80 90 100 110 120
Peer Uplaod Capacity (Mbps)

Figure 6. Average Delivery Ratio Vs Peer Upload Capacity

The results presented in Figure 7 indicate that the ADS approach achieves a packet ratio of between 0.1% and
0.3%, while the proposed scheme has a redundancy rate ranging from around 2% to 4%. However, with an
increase in upload bandwidth, the redundancy packet ratio of the ARND method increases to 19.57%. The low
number of linear dependent packets sent by the sender is mainly due to the short update interval between the
buffer map and the receiver's buffer. This prevents the process from continuing even if the interval exceeds 200
milliseconds. The proposed scheme is more competitive in real-world systems as there is a low probability of
sending buffer-map updates within 50ms.


https://orcid.org/0009-0005-1035-8238
https://orcid.org/0000-0001-5348-8028

S.R. Marri and C. R. P /IJCNIS, 16(1), 186-197 194

20 | . ] . | ; ,
19
18 ]

17
] | —=ARND

15 3 —e— ADS

14 —A— Proposed Method
13
123
113
10
9
g4
73
6
5]
4
3]
2 ]
14
0 -» ? | * » 4 »
80 90 100

Peer Uplaod Capacity (Mbps)

Redundancy Rate(%)

\

-
N
o
-
N
o

Figure 7. Redundancy Ratio Vs Peer Upload Capacity

The results presented in Figure 8 show the average packet rate of each method. It also takes into account the
varying upload bandwidth of the peers. After conducting a comprehensive analysis of the proposed algorithm, we
discovered that it offers a higher packet rate. Extending the buffer mapping update interval to 200 milliseconds
can result in a significant increase in the packet redundancy ratio. This can lead to a decrease in packet rate
innovation.
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Figure 8. Average Innovative Packet Rate Vs Peer Upload Capacity

The graphical representation of Figure 9 provides a comprehensive analysis of the network parameters that
are critical to a 100-node network. The network parameters considered are Stability period sequence, Lifetime
round and stability period. The three different simulation parameters considered for evaluation are 500, 750 and
1000 rounds.
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Figure 9. Evaluation of proposed with respect to network parameters (100 Nodes)

From Figure 9, It is observed that the stability period is recorded as 159.5s in 500 rounds, 147.4s in 750
rounds and 141.14s in 1000 rounds. The life time of the network is recorded as 464.32s in 500 rounds, 498s in 750
rounds and 528.13s in 1000 rounds. The life time period of the network is recorded as 224 for 500, 750 and 1000
rounds. The life time round of the network is recorded as 500 in 500 rounds, 597 in 750 rounds and 669 in 1000
rounds. It is observed that the proposed system is efficient in all the network parameters in different rounds.

The graphical representation of Figure 10 provides a comprehensive analysis of the network parameters that
are critical to a 400-node network. The network parameters considered are Stability period sequence, Lifetime
round and stability period. The three different simulation parameters considered for evaluation are 500, 750 and

1000 rounds.
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Figure 10. Evaluation of Proposed with Respect to Network Parameters (400 Nodes)

From Figure 10, It is observed that the stability period is recorded as 122.6s in 500 rounds, 115.8s in 750
rounds and 112.43s in 1000 rounds. The life time of the network is recorded as 429.35s in 500 rounds, 498.65s in
750 rounds and 617.27s in 1000 rounds. The life time period of the network is recorded as 95 for 500, 750 and
1000 rounds. The life time round of the network is recorded as 500 in 500 rounds, 705 in 750 rounds and 819 in
1000 rounds. It is observed that the proposed system is efficient in all the network parameters in different rounds.
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CONCLUSION

This paper proposed the adaptive mechanism for live streaming in P2P networks. The proposed method
utilizes the network coding, scheduling and selective algorithms for efficient transmission of data. It achieves the
high video streaming quality and minimizes the redundancy in the network. The proposed method has a
redundancy rate ranging from around 2% to 4%. The stability period is recorded as 122.6s in 500 rounds, 115.8s in
750 rounds and 112.43s in 1000 rounds for the proposed method. The proposed algorithm also achieved more
number of innovative packets compared to the previous generation of P2P overlay.
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