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Integrations of artificial intelligence and machine learning along 
with big data technologies are impacting industries by improving 
capacities and performance. This research investigates the impact 
of these technologies across healthcare, finance, retail, and 
manufacturing sectors, focusing on the performance of four key 
algorithms: A Decision Trees, Support Vector Machines (SVM), K-
Means Clustering and Neural Networks. The experiments carried 
out were tested and it was noted that the Neural Networks had a 
success rate of 92%. 5% and an F1-Score of 0 and an F1-Score of 0 
and so on. 89, outperforming other algorithms. SVM had a 
relatively good success percentage being 88% accurate. as low a 
figure as 3% with the F1 Score being 0. 85, whereas the 
performance of Decision trees varies with the accuracy beginning 
from 75. 0% to 80. 0% and F1-Score from 0 up to 1) and medium 
(defined as Recall value between 0% and 60% and an F1-Score 
between 0,61 up to 0,8). 72 and 0. 78. In the experimentation, K-
Means Clustering which is useful for the segmentation 
demonstrated the accuracy of 80. 2% but the training of the model 
was sensitive to the parameters chosen.] Overall, the results stress 
the importance of choosing the algorithms according to their 
capability of meeting the industry requirements and data features. 
Thus, this study shows that by using big data in combination with 

https://ijcnis.org/
mailto:anilgaikwad2@gmail.com
mailto:krutika31.kakpure@gmail.com
mailto:kamlesh.meshram2007@gmail.com
mailto:anjalilandge21@gmail.com
mailto:rajashrikatakar1@gmail.com
mailto:tapkirsonali02@gmail.com


1150                                                                                                                    Dr. Anil Pandurang Gaikwad/IJCNIS, 16(S1),1149-1160                                                  

 

 

AI and ML, it is possible to 
overcome some of the 
problems and develop new 

opportunities for further studies and applications. 
Keywords: Artificial Intelligence, Machine Learning, Big 
Data, Neural Networks, Algorithm Performance 

 
I. INTRODUCTION 

In the last few years, with the rise of digital technologies, Artificial Intelligence, Machine Learning, and 
Big Data are becoming one integrated tool that is revolutionising industries on how data can be analyzed 
and utilised. Svensson &Sandberg : with the flow of huge data sets as organizations continue to generate 
and collect data, it becomes important to integrate AI and ML with Big Data analytics [1]. This synergy not 
only improves the capacity to analyze the large volumes of data you are likely to come across but also fuels 
progressive advancement in fields such as healthcare, finance, retail and manufacturing to name but a 
few. First is AI which entails the replication of human intelligence in machines so that they can solve 
problems such as pattern identification together with the making of sound decisions; ML is definitely a 
giant leap forward with its ability to learn from data and continually improve its performance [2]. Big 
Data technologies, in contrast, offer the underlying platform that is required to manage the volume, phase 
and type of data while also providing numerous tools to support storage, processing and analyzing 
functions. The integration of these technologies results to a strong synergy that would allow organizations 
to unlock valuable information and derive insights from massive data sets for improved operational 
performance and prediction of possible events. For example, in the health care industry, diagnosis and 
prognostic analysis by applying artificial intelligent applications is making dramatic changes in diagnosis 
by detecting even some sequences that a human doctor might be incapable of noticing [3]. Likewise in 
finance, the use of ML makes fraud detection and risk management more efficient because it considers 
real time transactional data. This research seeks to examine the current applications of AI, ML, and Big 
Data, analyse the emerging trends in using them and the effects on business processes and results. This 
work aims at contributing to the understanding of the convergence and, therefore, offer a glimpse into the 
future of data science and how it would impact industries. 

II. RELATED WORKS 
Bukhowah et al. (2024) studied the application of the machine learning in identification of DoS attack on 
the IoT network. Their work addresses the prospects and issues that pertain to the employment of AI in 
information centric networks for security purposes [15]. This research opens up big discussions about the 
capacity of machine learning to strengthening security dimensions in interrelated systems A similar 
debate was made by Chougle et al. (2024) when explaining paradigms of computing in electric vehicles 
and questions that hinge on the integration of AI with edge intelligence [19]. Camille et al. proposed a 
position paper for a conference in 2024, where they analyzed AI in advertising and of generative models 
illustrating how these changed the marketing industry [16]. They are most useful in elucidating how AI 
can be used in consumer engagement and in actively engaging consumers that will respond to given 
advertisements. In the same way, Cunha et al. (2024) studied the effects of the technologies, AI and ML 
on marketing methodologies for the domain of tourism and hospitality and this, how these technologies 
reshape the interactions with the consumers. Chataut et al. explained the architecture of 6G networks 
with reference to the AI revolution in 2024, explaining about technologies and applications that could 
revolutionise the communication system [29]. This research is crucial to find out that how advanced AI 
techniques would shape further evolution and implementation of next-generationnetworking 
technologies. Cheng et al. (2022) also described the integrated idea of Digital Twins, in terms of the 
structure, the uses, and the potential development [18].This work is useful since DT are a meetpoint 
between physical and digital, enabled by AI and Big Data. Correia et al. (2023) followed by conducting a 
systematic review on data management in digital twins to bring more light on how data-oriented methods 
improve digital twins [20]. E et al. (2023) looked into the direction of smart farming in the works of 
innovations and opportunities in precision agriculture through AI [22]. This work shows that application 
of AI in farming enhances the farming processes to yield the best results. Life cycle based, Elahi et al. 
(2023) investigated AI in industries based on the lifecycle of industrial equipment and highlighted how AI 
has revolutionised the operation and maintenance sector [23]. He and Chen (2024) investigated on the 
trends of emerging technologies and AI in urban design and planning revealing how these innovations 
enhance the urban lifestyles and physical environment improvement [26]. Their research makes 
contribution to understanding how with the adoption and utilization of artificial intelligence some cities 
can become smarter and more sustainable. Specifically, a study by González-Rodríguez et al. (2024) 
analysed the potentials of AI in phytopathology in a scenario proving that it is possible to use AI to 
enhance the combat of plant diseases and thus, the quality of crops [24]. This study, therefore, points to 
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the fact that AI is applicable in improving farming practices and Husk management in plants. All these 
researches as a whole, make it clear that AI, ML and big data are affecting the world in greater ways than 
is could be imagined in every sectors ranging from security and marketing to city planning as well as 
agriculture. They give the reader a background on the potentials of these technologies as well as show how 
these technologies can be utilized in enhancing growth at different industries. 

III. METHODS AND MATERIALS 
Data Collection 
This research uses a broad database to analyze the integration of AI and ML and Big data. The dataset is 
therefore a combination of structured and unstructured data from different sources, such as industry 
based dataset, open data sources, and simulated datasets for this work [4]. The primary sources include: 

1. Healthcare Dataset:  It stores data related to patients, and their diagnosis as well as the results 
from the treatment process. 

2. Financial Dataset: Example of contents which include transaction history, stock price indices 
and fraud alerts. 

3. Retail Dataset: This is made up of the sales records of the firm, customers’ details, and records 
of inventory. 

4. Manufacturing Dataset: Captures production rates, equipment building reviews as well as 
procurement records. 

All these datasets are prepared by filling missing values; normalizing the features; and converting 
categorical data into machine-analyvable form [5]. 
Algorithms 
Four key algorithms are explored to understand their application in AI, ML, and Big Data contexts: 
Decision Trees, Support Vector Machines (SVM), K-Means Clustering, and Artificial Neural Networks are 
some of the classifiers. 

1. Decision Trees 
The class of Decision Trees is a supervised learning algorithms which is used for classification and 
regression. The algorithm of the decision divides data according to the values of characteristics 
and builds tree-like decisions [6]. Every line indicates a single feature or a decision rule and every 
branch depicts results generated by the rule. 

Algorithm Description: 
○  Input: Use features set XXX and target variable YYY. 
○  Process: Split the data, iteratively, based on that feature which has the highest 

information gain or the lowest entropy. 
○  Output: A Decision Tree Model. 

Information Gain=Entropy(S)−∑∣S∣∣Si∣Entropy(Si) 

“function BuildTree(data): 
    if all examples have the same label: 
        return leaf node with that label 
    if no features left: 
        return leaf node with majority label 
    bestFeature = 
selectBestFeature(data) 
    tree = new node with bestFeature 
    for each value of bestFeature: 
        subset = split data by value 
        child = BuildTree(subset) 
        add child to tree 
    return tree” 
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Feature Split Value Information 
Gain 

Age < 30 0.45 

Salary > 50K 0.38 

Education PhD 0.30 

Support Vector Machines (SVM) 
Support Vector Machines is employed for classification and regression purposes with the identification of 
the best hyperplane for the given classes [7]. The idea is to have the largest distance of the hyperplane to 
the nearest points of different classes. 
Algorithm Description: 

● Input: Training data: XXX and labels: YYY. 
● Process: Using lab 2, determine which of the hyperplane provides the maximum margin 

between the two classes. 
● Output: Supervised machine learning algorithm that can identify the class probabilities of new 

observations. 

Maximize ∥w∥/2 

“function TrainSVM(data, labels): 
    Initialize weights w and bias b 
    while not converged: 
        for each data point (x, y): 
            if y * (w^T * x + b) < 1: 
                w = w + learning_rate * (y * x - 2 
* lambda * w) 
                b = b + learning_rate * y 
    return w, b” 
 
 

 

Hyperplan
e 

Weight 
(w) 

Bias 
(b) 

Margi
n 

Hyperplane 1 [0.5, 1.2] -0.3 1.2 

Hyperplane 
2 

[1.0, -0.5] 0.1 0.9 

K-Means Clustering 
K-Means Clustering is a form of unsupervised learning which aims at breaking data set into K clusters. It 
assigns data points in the nearest cluster and further optimally repositions the centres of the clusters 
based on the average of all points in the respective clusters [8]. 
Algorithm Description: 

● Input: Data points XXX as well as the number of clusters KKK. 
● Process: For each clusters assign appropriate points and also update centers of clusters until 

these are converged. 
● Output: Organization of the entire data and identification of the center of each cluster assigned. 
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Objective Function=i=1∑Kx∈Ci∑∥x−μi∥2 

“function KMeans(X, K): 
    Initialize K cluster centers randomly 
    repeat: 
        Assign each point to the nearest 
cluster center 
        Update cluster centers to be the 
mean of assigned points 
    until no change in cluster centers 
    return cluster centers” 
 
 

Neural Networks 
Neural Networks are a class of algorithms, mimic the human brain in terms of how it is structured and 
how it works. They are composed by layers of mutually connected nodes (neurons) and are employed for 
many purposes such as classification and regression. 
Algorithm Description: 

● Input: Variables ‘input features’ is replaced by XXX and ‘target values’ by YYY. 
● Process: In this model, input data flows forward through the layers where it is transformed 

through activation functions whereas errors flow backwards through the layers in order to update 
weights [9]. 

● Output: Neural network programming model that has been trained. 
Loss Function=N1i=1∑N(yi−yi^)2 

“function TrainNN(X, Y): 
    Initialize weights and biases 
    for each epoch: 
        for each sample (x, y): 
            output = ForwardPass(x) 
            loss = ComputeLoss(y, output) 
            Gradients = BackwardPass(x, y) 
            UpdateWeights(Gradients) 
    return trained network” 
 
 

IV. EXPERIMENTS 
Experimental Setup 
The experiments were the purpose to assess the effectiveness of Decision Trees, Support Vector Machines 
(SVM), K-Means Clustering, and Neural Networks for the given data sets which belongs to the healthcare, 
finance, retail, and manufacturing fields [10]. Both were then used on the datasets after the datasets had 
been pre-processed with normalization and encoding of categorical data. 
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Figure 1: Unveiling The Future of Big Data 

Datasets Used: 
1. Healthcare Dataset:  Pertains to patient records, such as features that might have led to 

diagnosis, and patient response to the treatment program. 
2. Financial Dataset: The current data and the records containing fraud detection data are in the 

transactional data format. 
3. Retail Dataset: Consists of sale related activities and customer related information such as the 

gender and age of the buyer. 
4. Manufacturing Dataset: It includes the quantitative data and statistics on production along 

with details of maintenance work carried out. 
Evaluation Metrics: 

● Accuracy: Percentage of instances, which was classified accurately in both, the noted and the 
actual class. 

● Precision: True positive figures divided by total true positives and false positive figures [11]. 
● Recall: The proportion of actually true positives out of all those cases that are reported as true 

positives plus those that are false negatives. 
● F1-Score: A single value that combines both of the metrics precision and recall. 

All the algorithms were implemented with a 70:30 split on training and testing datasets and the 
performances were evaluated on the test dataset only. 

Results 
1. Decision Trees 
Decision Trees whilst having high interpretability and easy implementation, testified to high variability in 
terms of performance [12]. For instance, when applied to a dataset of stock price movements, the 
proposed neural network worked better than in the case of a healthcare database because of the specificity 
of medical data. 
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Figure 2: applications of AI techniques through the lifecycle of industrial equipment 

Dataset Accur
acy 

Precis
ion 

Rec
all 

F1-
Score 

Healthcare 78.5% 0.75 0.80 0.77 

Financial 85.0% 0.83 0.88 0.85 

Retail 80.2% 0.78 0.82 0.80 

Manufactu
ring 

74.1% 0.72 0.76 0.74 

2. Support Vector Machines (SVM) 
SVM was proved efficient in classification problems particularly in the case of large features. It offered 
impressive accuracy especially when dealing with data chunks that had highly separable classes, although 
it took a very long time to train the model especially when dealing with large data sets [13]. 

Dataset Accur
acy 

Precis
ion 

Rec
all 

F1-
Score 

Healthcare 82.3% 0.80 0.85 0.82 

Financial 88.7% 0.86 0.90 0.88 

Retail 84.5% 0.82 0.85 0.83 

Manufactu
ring 

79.3% 0.76 0.80 0.78 

3. K-Means Clustering 
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Primarily for unsupervised uses such as customer segmentation and anomaly detection the algorithm K-
Means Clustering was employed [14]. The results showed deviations based in the initial assignment of the 
cluster-centroids and the chosen value of KKK. 

 
Figure 3: Predictive Analytics and Machine Learning for Real-Time Supply Chain Risk Mitigation 

 

Dataset Cluster 
Centers 

Silhouet
te Score 

Davies-
Bouldin 
Index 

Healthcare 5 0.62 0.90 

Financial 4 0.67 0.85 

Retail 6 0.60 0.88 

Manufactur
ing 

4 0.55 0.91 

4. Neural Networks 
Deep learning models are again in top of the accuracy list, but they demanded significant processing time 
and various hyperparameters adjustment. It proved to be good in identifying compact structures in the 
data [27]. 

Dataset Accura
cy 

Precisi
on 

Rec
all 

F1-
Score 

Healthcare 89.2% 0.87 0.91 0.89 
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Financial 93.5% 0.92 0.94 0.93 

Retail 88.4% 0.86 0.89 0.87 

Manufactur
ing 

84.7% 0.81 0.85 0.83 

Comparative Analysis 

Algorithm Dataset Accurac
y 

Precisio
n 

Recal
l 

F1-
Score 

Silhouette 
Score 

Davies-
Bouldin 
Index 

Decision 
Trees 

Healthcare 78.5% 0.75 0.80 0.77 N/A N/A 

SVM Healthcare 82.3% 0.80 0.85 0.82 N/A N/A 

K-Means Healthcare N/A N/A N/A N/A 0.62 0.90 

Neural 
Networks 

Healthcare 89.2% 0.87 0.91 0.89 N/A N/A 

Decision 
Trees 

Financial 85.0% 0.83 0.88 0.85 N/A N/A 

SVM Financial 88.7% 0.86 0.90 0.88 N/A N/A 

K-Means Financial N/A N/A N/A N/A 0.67 0.85 

Neural 
Networks 

Financial 93.5% 0.92 0.94 0.93 N/A N/A 

Decision 
Trees 

Retail 80.2% 0.78 0.82 0.80 N/A N/A 

SVM Retail 84.5% 0.82 0.85 0.83 N/A N/A 
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K-Means Retail N/A N/A N/A N/A 0.60 0.88 

Neural 
Networks 

Retail 88.4% 0.86 0.89 0.87 N/A N/A 

Decision 
Trees 

Manufacturin
g 

74.1% 0.72 0.76 0.74 N/A N/A 

SVM Manufacturin
g 

79.3% 0.76 0.80 0.78 N/A N/A 

K-Means Manufacturin
g 

N/A N/A N/A N/A 0.55 0.91 

Neural 
Networks 

Manufacturin
g 

84.7% 0.81 0.85 0.83 N/A N/A 

 
 

Discussion 
The findings show that particular algorithms have advantages and/or drawbacks, as follows: Neural 
Networks have the capability to deliver even better accuracy levels as compared to other machine learning 
algorithms but requires large computational resource and proper tuning [28]. SVMs are very effective 
when used for well defined classification solutions though they might not be very scalable. The models 
here proposed, Decision Trees, offer an interpretable form with an acceptable accuracy in different 
datasets [29]. K-Means Clustering performs best in world of clustering but for this algorithm there are so 
many parameters which needs to tune properly. The insights we gain from these considerations may help 
to choose algorithms depending on the particular requirements of some industry and characteristics of 
some data sets [30]. One may look at integrating the two types of algorithms in the future studies or 
refining the current designs of algorithms. 

 
Figure 4: Artificial intelligence 

V. CONCLUSION 
In this study, it has been articulated how AI, ML, and big data are revolutionizing several industries by 
integrating them to do so effectively. Specifically, we went through the Analysis of Decision Trees, Support 
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Vector Machines (SVM), K-Means Clustering, Neural Networks, where each of the areas has been 
evaluated within the framework of healthcare, finance, retail, and manufacturing sectors. In our study 
here, we can observe that the Neural Network continually exhibited better results in accuracy and F1-
Score than other algorithms but every algorithm has its benefits and drawbacks. Neural Networks was 
shown to perform well on larger and more complicated datasets but came at the cost of a higher 
computational power. SVMs were proved to be very powerful in terms of classification accuracy but they 
had their problem of scalability. Decision Trees gave interpretation ability along with the variable 
accuracy and K-Means Clustering was useful for the data segmentation but it needs the proper selection of 
parameters. Comparing the results of three algorithms with industry standards reveals that the choice of 
algorithms depends on certain requirements such as the nature of data. The application of AI/ML in 
cybersecurity, marketing, digital twins as well as urban planning is another guarantee that they can 
transform these industries. The study also shows how incorporating these technologies with big data 
would be well-suited to handle present issues while offering directions for future work. Therefore, the 
integration of artificial intelligence, machine learning, and big data signifies a great revolution in 
technological development for the different sectors. The results of the present study have given some 
useful guidelines for subsequent investigation and practical application and should also stress the fact 
that continuous research and development should be the key concept for the management and application 
of these technologies to ensure the improvement of performance and productivity. 
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