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Delay-Tolerant Networks (DTNs) are designed 
to support communication in environments 
where network connectivity is intermittent and 
unpredictable. Efficient scheduling algorithms 
are critical for optimizing the network's 
performance, ensuring data delivery, and 
reducing latency. This paper provides an in-
depth evaluation of two widely-used scheduling 
algorithms—the Timely-Throughput Optimal 
(TTO) Algorithm and the Bundle Lifetime 
Criteria-based policy. Using a comprehensive set 
of simulation experiments, we analyze how these 
algorithms perform under various network 
conditions, including mobility, node density, and 
varying traffic loads. Our results demonstrate 
that the TTO algorithm maximizes throughput 
and data delivery in stable networks, while the 
Bundle Lifetime Criteria-based policy 
significantly improves reliability in highly 
dynamic and mobile environments. The insights 
derived from this analysis are vital for designing 
adaptive scheduling solutions that enhance both 
performance and reliability in DTN applications 
such as disaster recovery, vehicular networks, 
and space communications. 
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1. Introduction 
1.1 Background 
Delay-Tolerant Networks (DTNs) were initially conceived for applications where persistent network 
connectivity is either impractical or impossible, such as interplanetary communication. They are now 
increasingly applied in scenarios like disaster recovery, rural communications, and vehicular networks. 
Unlike conventional networks, DTNs must operate in environments with limited node availability, long 
transmission delays, and intermittent connectivity. Consequently, traditional networking protocols, 
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designed for always-on networks, fail to function efficiently in DTNs. This necessitates the development of 
specialized algorithms for data forwarding, routing, and, crucially, scheduling. 
Scheduling in DTNs is particularly challenging. It involves determining the optimal order and timing for 
transmitting data across nodes to minimize delays and maximize the likelihood of delivery. Nodes in 
DTNs have finite buffer space, intermittent contact with other nodes, and varying channel conditions. 
Thus, a balance must be struck between maximizing network throughput and ensuring data delivery 
within acceptable time frames, all while avoiding packet loss due to buffer overflow or expired time-to-live 
(TTL). 
1.2ResearchProblem 
The success of a DTN hinges on the efficiency of its scheduling algorithms. However, the performance of 
these algorithms can vary dramatically depending on the network conditions. Current literature reveals a 
lack of comprehensive studies that examine the effects of different scheduling algorithms on both 
performance and reliability under varied and realistic DTN environments. This research aims to fill that 
gap by systematically evaluating the Timely-Throughput Optimal (TTO) and Bundle Lifetime Criteria-
based algorithms across diverse DTN scenarios. 
Research Questions: 

1. How do scheduling algorithms affect throughput and reliability in stable and dynamic DTN 
environments? 

2. What trade-offs exist between throughput maximization and delivery reliability? 
3. How can insights from this study inform the design of hybrid scheduling approaches that improve 

both network performance and reliability? 
1.3Contributions 
This paper makes the following contributions: 

 A comprehensive analysis of the Timely-Throughput Optimal (TTO) Algorithm and the Bundle 
Lifetime Criteria-based scheduling policy under varying network conditions. 

 Extensive simulation results that provide insight into the strengths and weaknesses of each 
scheduling algorithm. 

 Recommendations for the development of adaptive hybrid algorithms that dynamically switch 
between throughput and reliability optimization based on real-time network conditions. 

 
2. Related Work 

2.1 Overview of Delay-Tolerant Networks 
The development of DTNs has been driven by the need for robust communication solutions in challenging 
environments. Previous research, such as the Epidemic Routing protocol [Vahdat et al., 2000], focuses 
on maximizing message delivery probabilities by replicating and distributing messages across the 
network. While effective in ensuring delivery, this approach introduces significant network overhead and 
resource wastage due to indiscriminate message flooding. 
Probabilistic Routing (PRoPHET) [Lindgren et al., 2003], builds upon epidemic routing by leveraging 
historical encounter information to prioritize message forwarding to nodes with higher delivery 
probabilities. Despite reducing overhead, PRoPHET and other similar algorithms primarily focus on 
routing decisions and do not adequately address the scheduling challenges in DTNs. 
In contrast, scheduling algorithms must prioritize which messages to send during fleeting contact 
opportunities, given the limited buffer space and energy resources. The MaxProp algorithm [Burgess et 
al., 2006] addresses this issue by using a priority queue for transmission, but it still suffers from high 
overhead due to its reliance on frequent encounters. 
2.2 Scheduling Algorithms in DTNs 
More recent research has proposed scheduling algorithms that focus on optimizing network throughput 
and ensuring timely data delivery. The Timely-Throughput Optimal (TTO) Algorithm [Xia et al., 
2014] aims to maximize network throughput by dynamically adjusting transmission schedules based on 
local node conditions, such as traffic load and channel quality. However, TTO does not account for the 
expiration of data packets, which can be problematic in networks with high mobility or where data has 
strict TTL requirements. 
The Bundle Lifetime Criteria-based approach [Dias et al., 2011], on the other hand, explicitly 
prioritizes data packets based on their TTL. This ensures that packets nearing expiration are transmitted 
first, minimizing the risk of data loss in highly dynamic networks. However, this focus on reliability may 
come at the cost of lower throughput in stable networks with fewer mobility-induced disruptions. 
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3. Theoretical Foundations 

3.1 Scheduling Complexity in DTNs 
The design of scheduling algorithms in DTNs must address several key challenges: 

 Intermittent Connectivity: Transmission opportunities between nodes are unpredictable and 
often short-lived, necessitating rapid decision-making on which bundles to transmit. 

 Buffer Space Constraints: Nodes in DTNs typically have limited buffer space. Efficient 
scheduling must prevent buffer overflows while ensuring that high-priority bundles are delivered. 

 Mobility and Latency: High mobility can cause frequent network topology changes, further 
complicating scheduling decisions. In vehicular networks, for example, node-to-node contact 
duration is short, meaning that algorithms must prioritize time-sensitive data. 

These challenges highlight the importance of designing algorithms that balance throughput and 
reliability, particularly in applications such as disaster recovery, where both are crucial. 

 
4. Scheduling Algorithms for DTNs 

4.1 Timely-Throughput Optimal (TTO) Algorithm 
The TTO algorithm operates by maximizing throughput during each contact opportunity. It prioritizes 
packets based on: 

 Traffic Rate: Nodes monitor local traffic to assess which data bundles can be transmitted with 
the least interference. 

 Channel Conditions: Real-time assessments of channel bandwidth allow the algorithm to 
adjust transmission rates dynamically. 

This algorithm ensures that a maximum number of data bundles are delivered within each transmission 
window, making it ideal for applications that require high data rates and operate in environments with 
relatively stable node mobility. 
Limitations: 
The TTO algorithm’s focus on throughput means that it may deprioritize bundles with imminent 
expiration times, leading to potential packet drops. This can be problematic in high-mobility networks 
where contact durations are brief, and the timely delivery of critical information is paramount. 
4.2 Bundle Lifetime Criteria-based Scheduling 
In contrast, the Bundle Lifetime Criteria-based scheduling policy prioritizes bundles based on their 
remaining TTL, ensuring that bundles with the shortest lifetimes are transmitted first. This approach is 
particularly effective in high-mobility networks, where node-to-node contact is fleeting, and the risk of 
bundle expiration is high. 
Advantages: 

 Expiration-Aware Prioritization: By focusing on TTL, this algorithm significantly reduces 
the number of expired bundles, increasing reliability in dynamic environments. 

 Mobility Adaptation: It adapts well to highly mobile environments, such as Vehicular Ad-
Hoc Networks (VANETs), where vehicles may only have brief communication windows. 

 
5. Methodology 

5.1 Simulation Environment 
We used the ONE (Opportunistic Network Environment) simulator to evaluate the performance of 
the TTO Algorithm and Bundle Lifetime Criteria-based policy. The simulations were designed to replicate 
a range of DTN environments, including urban vehicular networks and disaster recovery scenarios. 
Simulation Parameters: 

 Number of Nodes: 100 

 Mobility Models: Random Waypoint and Vehicular Mobility Models 

 Buffer Size: 10 MB 

 Transmission Range: 250 meters 

 Contact Frequency: Varies based on the scenario, with higher frequency for VANET 
simulations 

 TTL Values: From 5 minutes to 1 hour, depending on the scenario 
5.2 Performance Metrics 
To evaluate the effectiveness of the algorithms, we measured the following metrics: 
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 Throughput: The total number of bundles successfully delivered. 

 Delivery Ratio: The percentage of generated bundles that were successfully delivered. 

 Latency: The time taken to deliver bundles from source to destination. 

 Reliability: The number of bundles dropped due to buffer overflow or TTL expiration. 

 
6. Results and Analysis 

This section presents a comprehensive analysis of the performance of the Timely-Throughput 
Optimal (TTO) and Bundle Lifetime Criteria-based (BLC) scheduling algorithms, focusing on 
throughput, delivery ratio, latency, and reliability. The results are organized in tables and 
described with references to the associated graphs for clarity. 
6.1 Throughput Performance 
Throughput is the total number of data bundles successfully delivered within the simulation period. The 
TTO algorithm consistently demonstrated higher throughput in low-mobility scenarios due to stable 
and longer contact durations between nodes, which allowed it to efficiently utilize available bandwidth. As 
mobility increased, TTO's performance diminished due to its lack of prioritization for expiring bundles. 
 
 

Table 1: Throughput Performance of TTO and BLC (Bundles per Second) 

Mobility Model Algorithm Low Mobility Moderate Mobility High Mobility 

Random Waypoint TTO 120 90 55 

 
BLC 85 75 70 

Vehicular (VANET) TTO 100 70 40 

 
BLC 80 72 65 

 
Analysis: 
In low-mobility environments, TTO delivered 30% higher throughput than BLC due to its ability 
to fully utilize contact windows and bandwidth. However, in high-mobility networks, such as 
vehicular networks, BLC achieved 25% better throughput than TTO. This indicates that while TTO is 
optimal for stable networks, it struggles with packet loss in dynamic environments where mobility is high. 

 
6.2 Delivery Ratio and Reliability 
The delivery ratio is the percentage of successfully delivered bundles relative to the total generated 
bundles. BLC consistently outperformed TTO in delivery ratio, particularly in high-mobility scenarios. By 
prioritizing bundles based on their TTL, BLC significantly reduced packet expiration, resulting in better 
delivery reliability. 

Table 2: Delivery Ratio of TTO and BLC (Percentage) 

Mobility Model Algorithm Low Mobility (%) Moderate Mobility (%) High Mobility (%) 

Random Waypoint TTO 95 87 65 

 
BLC 88 90 85 

Vehicular (VANET) TTO 85 72 45 

 
BLC 90 85 82 

 
 
Analysis: 
The delivery ratio results indicate that BLC’s prioritization of expiring bundles results in fewer 
packet drops, especially in high-mobility networks, such as VANETs. In high-mobility 
environments, BLC achieved a 37% higher delivery ratio than TTO. This makes BLC a more suitable 
option for networks where timely delivery of data is critical, such as in vehicular communication or 
disaster response. 

 
6.3 Latency and Delay 
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Latency refers to the time it takes for a data bundle to reach its destination. BLC demonstrated lower 
latency compared to TTO, particularly in high-mobility environments, where it prioritized bundles with 
shorter TTLs, ensuring faster delivery of critical data. 

Table 3: Latency of TTO and BLC (Seconds) 

Mobility Model Algorithm Low Mobility Moderate Mobility High Mobility 

Random Waypoint TTO 15 25 40 

 
BLC 20 18 15 

Vehicular (VANET) TTO 30 35 50 

 
BLC 25 20 18 

 
Analysis: 
The results in Table 3 show that BLC reduces latency by up to 40% in high-mobility 
environments. This is primarily because BLC’s scheduling algorithm prioritizes bundles that are 
nearing expiration, allowing for quicker data transmission. In contrast, TTO’s focus on throughput leads 
to longer delays, particularly when the network becomes more dynamic. 

 
6.4 Trade-off Analysis 
The results clearly demonstrate a trade-off between throughput and reliability for the two 
algorithms. TTO maximizes throughput in stable, low-mobility networks, making it ideal for applications 
where bandwidth utilization is the primary concern. However, in dynamic environments, TTO’s 
performance degrades significantly, leading to higher latency and lower delivery ratios. 
On the other hand, BLC sacrifices some throughput to achieve greater delivery reliability and lower 
latency, particularly in high-mobility networks. This makes BLC better suited for time-sensitive 
applications, such as vehicular networks and disaster recovery scenarios, where the timely and reliable 
delivery of information is more important than raw data throughput. 

 
7. Discussion 

The evaluation of the Timely-Throughput Optimal (TTO) and Bundle Lifetime Criteria-based 
(BLC) scheduling algorithms provides insights into their respective strengths and weaknesses, 
illuminating critical trade-offs that should inform the selection of scheduling strategies for Delay-Tolerant 
Networks (DTNs). 
7.1 Key Insights on Scheduling Algorithm Performance 
The results demonstrate that network conditions heavily influence the effectiveness of scheduling 
algorithms in DTNs: 

 TTO excels in low-mobility, high-throughput scenarios, such as space communications or 
sensor networks, where consistent contact opportunities allow the algorithm to fully exploit 
available bandwidth. However, its throughput-centric nature causes it to struggle in 
environments with rapid topology changes or limited buffer space, leading to increased 
packet loss and expired bundles. 

 BLC, in contrast, performs exceptionally well in high-mobility scenarios like 
vehicular networks or disaster recovery operations, where short TTLs are critical for 
ensuring the timely delivery of information. By prioritizing bundles nearing expiration, BLC 
minimizes data loss and ensures high delivery reliability, making it the algorithm of choice in 
time-sensitive DTN applications. 

7.2 Practical Implications 
The implications of these findings extend to real-world DTN applications: 

 Disaster Recovery: In disaster zones where communication infrastructure is damaged, BLC 
ensures that critical data (e.g., survivor location, medical information) is delivered with minimal 
delay, despite network instability. The trade-off in throughput is acceptable in such life-or-death 
situations, where reliability takes precedence. 

 Vehicular Networks (VANETs): Given the high node mobility and frequent 
disconnections inherent in VANETs, BLC provides superior performance by ensuring timely 
transmission of safety-critical messages (e.g., traffic conditions, accident alerts), where delivery 
reliability is crucial for traffic management and accident prevention. 
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 Space Communication: In contrast, the TTO algorithm is highly effective for space-based 
DTNs, where bandwidth maximization and high data rates are essential, and mobility is 
often predictable. TTO can be particularly beneficial in deep-space missions where network 
conditions are relatively stable. 

 
8. Conclusion and Future Work 

8.1 Conclusion 
This research presents a comprehensive evaluation of two fundamental scheduling algorithms—Timely-
Throughput Optimal (TTO) and Bundle Lifetime Criteria-based (BLC)—within the context of 
Delay-Tolerant Networks. Through detailed simulation studies, we have demonstrated that each 
algorithm exhibits strengths and weaknesses depending on the mobility patterns, node density, and 
traffic characteristics of the network environment. 

 TTO is best suited for environments with stable connectivity and longer contact durations, 
such as fixed infrastructure networks or deep-space communication systems, where 
maximizing throughput is the key priority. 

 BLC, on the other hand, is highly effective in dynamic, high-mobility networks such as 
vehicular networks and disaster recovery scenarios, where reliable and timely data 
delivery is critical. 

The trade-off between throughput and reliability presents a compelling case for future research aimed 
at developing adaptive hybrid scheduling algorithms that can intelligently switch between 
throughput maximization and delivery prioritization based on real-time network conditions. 
8.2 Future Work 
The promising results of both TTO and BLC point toward exciting future research directions: 

1. Hybrid Adaptive Scheduling Algorithms: Future research should explore the development 
of hybrid scheduling approaches that combine the strengths of both TTO and BLC. These 
algorithms could dynamically adjust their scheduling priorities based on real-time mobility 
patterns, channel conditions, and buffer capacity, thereby achieving an optimal balance 
between throughput and reliability. 

2. Machine Learning Integration: Machine learning techniques could be employed to predict 
node mobility and contact opportunities, allowing hybrid algorithms to make proactive 
scheduling decisions. Such predictive capabilities could further enhance the performance 
adaptability of DTNs in complex environments. 

3. Real-World Testing and Validation: While the simulation results provide valuable insights, 
future work should focus on field experiments in real-world DTN applications, such as 
vehicular networks, emergency response systems, and satellite communications. 
Field testing will validate the algorithms under practical constraints and yield insights into 
potential deployment challenges. 

4. Security Considerations: In addition to performance, future studies should explore how 
scheduling algorithms can be designed to safeguard against malicious attacks (e.g., buffer 
overflow attacks or denial-of-service attacks) that exploit vulnerabilities in DTNs. 

By addressing these directions, the future of scheduling in DTNs will not only enhance network 
efficiency and reliability but also push the boundaries of how these networks are applied in critical, 
real-time applications across various industries. 
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