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Abstract: In wireless mesh networks, it is known to be effexto
use a TDMA based MAC than a contention-based CSMA.
addition, if spatial TDMA is used, network perforta can be
improved further because of its spatial reuse effdowever this
scheme still has a disadvantage in the system mpeaftce aspect
without a load-balanced routing because the resaufrtinks that are
not used is wasted and frequently used links ateobuesources.
That is, the number of available flows in netwaskimited because
load balancing is not performed. In this paper pnapose joint link
scheduling and routing through a cross-layer schéfoe this, we
propose a load balancing routing method to maxigiize minimum
available resource under the given traffic pattend scheduling
method for maximizing link utilization on the giveoute. These two
methods are iterated until an optimized solutiomlva obtained. The
proposed algorithm can be formulated using a madltieai LP
problem and we show that it is very effective foad balancing
compared to simple adoption of IEEE 802.11s whgch standard
TDMA protocol in wireless mesh network. If the poged algorithm
is applied to initial design solution such as Sr@itl, the number of
available flows can be increased and the load ch &ak can be
balanced.

Especially in the case where the topology of WMNeginot
Ichange a lot, it is very important to determineritwating and
scheduling carefully at the initial network desigage. In this
paper, we propose a joint routing and scheduliggréghm for
load balancing, and evaluate its performance byemétical
analysis. Because WMNs can be modelled as a negvaph,

a network optimization solution can be applieddoting and
scheduling for load balancing. The objective of the
optimization problem is the maximization of the miam
available bandwidth under the given traffic.

We assume STDMA (Spatial TDMA)-based WMNs in this
paper. TDMA is a time division multiple access nuoetho
provide collision free transmission, but has a &g# of no
spatial reuse between non-overlapping regions. dzlpein

a multi-hop wireless environment, an STDMA scheraa c
greatly prevent a waste of resource by applying sipatial
reuse scheme. Under the STDMA scheme, nodes away fr
three-hop and above can use the same wireless ahann
simultaneously. This is a principle of STDMA in areless

Keywords: WMN, STDMA, Load Balancing, Joint Routing and ad-hoc or wireless mesh network, thus this MAC dalirg

Scheduling, Network Optimization, Linear Program

1. Introduction

Wireless Mesh Networks (WMNSs) is a useful key tealbgy
when a wireless network is installed urgently ssvdgorarily
or when the installation of a wired network is iéfit. WMNs
provides easy installation, economic efficiencgxibility,
and scalability outside of a city or in disastexraaand military
battlefield without a wired infrastructure[1].

The backbone of WMNs consists of Mesh Routers (M&s)
the MRs are classified as Mesh Points (MPs), Mestess

scheme can improve network performance[5].

As a standard MAC protocol in IEEE 802.11s[6], HECA
(MCF Controlled Channel Access) which can guarantee
bandwidth via a TDMA-based reservation is suggesitéa
MCCA scheme supports the spatial TDMA scheme, but i
cannot achieve load balancing. So, an additionatirrg
algorithm that considers current load conditiongach link
should also be applied for load balancing.

In this paper, we propose a new algorithm considejoint
scheduling and routing to distribute the networkdoover
WMNSs. When network flow is designed using the pisgzb

Points (MAPs), and Mesh Portals (MPPs or Gateway gorithm at the initial design stage, networkiztion will

according to their own function. In WMN backboniee tMP
has a function of routing and forwarding, the MAd&res out
an Access Point (AP) of wireless stations (STA) tredMPP
operates as a gateway between the wired Interrcbtthan

e maximized and available remaining network resesican
be evenly distributed over all the links.
The remainder of the paper is organized as folldmsection
2, we describe the related works of load balancdgng and

WMNSs[2]. The WMN backbone has load imbalance in thgcheduling. In section 3, we present the proposgatithm

MPP which is connected to the wired Internet sdme MPs
which are on the routing path. Therefore, load matey is

necessary for avoiding bottleneck links and caudiigh

network utilization. Especially in the case of thdPP,

because all the traffic from end users should gouih it,

there is high possibility for network congestiomacket loss,
and buffer overflow due to bandwidth constraint, lead

balancing is necessary to enhance network througapd
network scalability. When load balancing is applieVMNs,
it is possible to distribute the traffic to all theks evenly, to
minimize the consumption of network resources, &od
overcome the load imbalance efficiently[3][4].

and LP analysis method in detail, and we show the
performance of the proposed algorithm in sectiobaétly in
section 5, we conclude our paper and discuss thaefu
directions.

2. Rdlated Works

In this section, we describe research issues datkdeworks
about scheduling and routing for load balancingMNs.
We introduce the IEEE 802.11s HWMP path selection
protocol, which is a performance comparison tamgfethe
proposed algorithm.

An object of wireless link scheduling is to enalde
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transmission without collision based on the intemfee avoid confusing the terminology.

between links. The early wireless link scheduliagearch in A proactive algorithm forms a root-based tree toggate a
the multi-hop wireless networks was done assumisignple routing path. Generally, a mesh portal or mesh vgaye
network topology graph, so that approaches have namong all mesh routers is chosen as a root nodikeUa
considered full interference of the wireless medidjm proactive algorithm that discovers a path earhameif there
In a multi-hop wireless mesh network environmentis no data to send, the reactive algorithm, aldted¢ahe
CSMAJ/CA cannot guarantee the network performanaetdu on-demand algorithm, conducts a path discovery orilgn

a variety of problems, such as a hidden/exposed poablem

[8]. However TDMA-based link scheduling can improveMetric-AODV) [14]

there is a data just to send. In general, RM-AODAdiR
is used. RM-AODV’s operational

network performance by controlling the schedule angrocedure isthe same as AODV[15], but it usesi@naetric

avoiding collisions in high load conditions.
In [9], they proposed a TDMA scheduling on the giveode
and link topology using a physical interference elodnd

analyzed the proposed scheduling using an LP(Lineahen comparing a performance between the proposed

Programming) formulation. Also, in [10], they prasal a
scheduling algorithm to control traffic further. Bihese two

proposed scheduling schemes have the disadvanthge30 Joint

complex calculation. According to [11], it is diffilt to

called ‘AirTime’ instead of a distance metric toach the
destination.
We assume that the condition of the wireless Imthe same

algorithm and HWMP.

L oad
Scheduling

Balancing Routing and

predict the performance of STDMA scheduling when a

physical interference model is applied. For thasamn, in this
paper we use a protocol interference model in STOMAed
WMNs and propose a joint link scheduling and ragtin
algorithm.

The routing algorithms for load balancing have hgeposed

In this section, the network model and several ragtions to
be used in this proposed algorithm are explainetktail. We
then formulate the joint link scheduling and rogtadgorithm
and convert it into an LP problem which can belgasilved.
Lastly, we fully describe the proposed algorithm.

in ad-hoc networks. The proposed routing algorithms 31 Network Model and Assumptions

MCR[11], LBAR[4], DLAR[12] and etc. are on-demand
routing schemes. These routing protocols are deitip an
ad-hoc network where frequent link failures occue do the
movement of nodes, but they have a drawback whplhealp
to WMNSs because big overhead of control messagssttop
a path occurs irrespective of almost less mobifityVMNs.
Therefore the proposed routing algorithms for lbathncing
in ad hoc networks are inappropriate in WMNs

In WMNSs, routing algorithms should reflect that thP’s
mobility is less frequent and must consider intenfees
between MPs in the wireless environment. In thisgpawe
suggest link scheduling usirglistance edge coloring[13] to
consider interference between MPs and also pragposeting
algorithm which can find a path to distribute asble
resource evenly. A detailed descriptionledistance edge
coloring is discussed in section 3.

The network model proposed in this paper is conghasfe

static MPs. The STDMA-based WMNs are modelled as a

network graph consisting of nodes (vertices) ankkliedges).
In other words, the network graph denotesG = (N,E)

which consists of the set of nodé€sand the set of linkg. A

link [;; stands for a link from nodé to nodej , its
capacity(resources) is representedChslots. Actually used
resource capacity on link; by all the flows is represented by
cij, and the maximal available capacity except fooueses
that cannot be used because of interference frber dihk’s
transmission is denoted hy;. Under the topology of giveN
andE, K = {1, 2, 3,..., k} means flow sets, (d,)means
source(destination) of a flowand4, means the amount of
flow k.

For example, in the network topology as showngnrfé 1,N,

When the proposed joint link scheduling and routing, K, s;, d, and, are as follows:

algorithm is applied at the initial network desigtage, the
total amount of the remaining resource for eack tian be
maximized and the resources of each link can be egenly,

N = {nl' Ny, N3, Ny, Ns, nﬁ}

E= {llz‘ 114‘ lZl' l23' l25' l32' l36‘ l41‘ 145‘ 152‘ 154' l56' l63' l65}
K = {1},51 = Tll, dl = n6,11 = 10

and thus even more flows can be accommodated tman t

pre-existing algorithms in a network having limitegources.
Existing research has considered scheduling andingou
separately, but for efficient network design crizsger design
has to be applied by sharing information betwedferint
layers in multi-hop wireless mesh networks. Schis paper,

we propose a novel algorithm which improves networ

performance by evenly distributing flows throughdhe

network by applying scheduling information to thauting

algorithm.

As a default routing protocol, HWMP was suggestetEEE

802.11s. HWMP uses a combination of reactive andgiive

algorithms as a routing protocol. Because the ngytrotocol
is used in a MAC layer, HWMP is called a path skbec
protocol in IEEE 802.11s. In this paper, howeves, wse the
term “routing protocol” instead of “path selectiprotocol” to
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Figure 1. 2x3 Grid Network Topology

In this paper, we assume that the topology infoionaand all
the information of every flow (source, destinati@md the
traffic load) are given at the initial network dgsistage. We
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define the unit of the resource of link and the amof flows
as slot.

3.2 Link Coloring and Slot Allocation

Link coloring can be used for link scheduling bysigaing
different slots to each color. However, the schiedul
algorithm in a wired network cannot be used apfhalink
coloring without considering wireless interferencén
wireless networks, the transmission range is notesas the
interference range and hidden/exposed terminall@mbcan
occur, so a new link coloring algorithm is need@&d]A link
coloring algorithm in a wired network decides sallad) by
assigning different colors to all links which istmcted to the
same node. But in a wireless network, the coloadink
should be decided by considering the neighbor kmd
interferences from within 3-hops away links as w@lhis
coloring scheme can guarantee interference-fresrmassion
and packet collision does not occur. In this paperuse an
[-distance edge coloring scheme proposed in [13].

First, we defind-distance as the number of links between an

two links when the minimum path is decided betwterm.
In figure 1, the minimum path betweén andls, isl;, —

l,5 = 136, SO the distance is 1 because there is only oke li

between them. According to 1-distance edge colotings
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belongs to link groug,, then maximum available capacity
u;; is equaled tg, as shown in equation (3).

. 1 —
¢s = Clim_,q, ;ZE:(% I{St:SS} (2
S; : a group which is selected at time
uij = ¢S , |fl” € SS (3)

In the next section, we formulate the problem afitirgg
algorithm with load balancing using the above nmmd slot
allocation and scheduling scheme.

3.3 Routing Problem For mulation

We formulate the load-balancing scheme as an LBl@moto
maximize the minimum remaining capacity. By solvithg
LP problem, a routing path maximizing the minimum
remaining resource of the link under the giverfizdfow can
be determined.
The objective function is formulated as a functiom
maximize the minimum remaining capacity betweentthal
capacityC and the used capacity; in each linkl;; as shown
h equation (4). By doing so, the minimum remaintagacity
of the link can be maximized.

Maximize miny, e, (C - ci]-) 4)

The constraint equations of the objective functiomgiven as

within distance < 1 are colored with different_colo_rs, I.€. follows. First, as shown in equation (5), the flstatus of link
liz, Lz3, I36 have different colors. The links with different l;; for flow k is represented as an integer (0 or 1). In case of

colors are scheduled in different time intervalsaiframe.
Generally, time slots allocated to each color ifraane is
determined to be the 1/(number of colors) of thaltslots
after coloring the entire WMNSs. But, if we assigone slots
to highly loaded links by borrowing slots from Igkvith less
traffic, network utilization can be enhanced.

We decide the number of required colors using fadise
edge coloring scheme assuming bi-directional liekwkeen
nodes at first as shown in figure 2. But in wirslestwork,
the bidirectional link should be colored with diat colors
in each direction separately because each trarismisan
affect packet collision. So, the number of needelbrs is
twice the value obtained from figure 2.

The number of colors from 1-distance edge coloring

xi"j = 0, flow k passes on the link;, on the contrary in case
of xi"]- =1, it does not. This means that each flow takes a

single routing path in network without being distried to
multiple routing paths.

xk € {0,1) (5)

The following constraints (6) and (7) can be dedifrem that
source and sink node should have only one outgding
incoming link for flowk. Equation (6) means the outgoing
link from nodei must have one link in case that nade a
source, and equation (7) means incoming link tdirkeson
noded;, must have one link for each flow, stands for a set
of links for which it is possible to communicatethé node

WMNss is defined ag(6). Link scheduling is then defined as®xcluding interference links.

a scheme allocating resources to each color. Aofséhks
with the same color is represented by the indep&niitek

groupS,g)-

Figure 2. Example of 1-Distance Edge Coloring
If we allocate the resources having maximum capdtio

i=s; forall flowkeK (6)

)

We assume a single path routing algorithm. Soafor link
between intermediate nodes not being a source or a
destination, the sum of;; (xf) is less than or equal to 1 as
shown in equation (8) and (9).

i #s,,d, forall flowkeK (8)
i #5s,,d, forall flowkeK (9)

Yjpec Xl = 1,

YiGneecXi =1, i=dy forall flowk €K

k
YjapeecXiy < 1,

k
Yjgneec%ji S 1,

Next, flow conservation laws from equation (10) (t2)
should be applied. These laws mean flow coming o a

each link grougs; (0 < s < x(G)) with the amount of slots arbitrary node must go out from that node. The gong10)

¢, then the constraint equation (1) is given aofed.

Y9, <cC , @)

¢ can be formulated as following equation (2), sieeeh
group of links transmits data at the exclusive tihdink /;;

0<¢, <C

corresponds to the case of intermediate nodes qudtien
(11), (12) corresponds to the case of source astindéion,
respectively.

kK_ v, k _
Zj:(ji)EE(;xji Z]:(LJ)EECxL] =0,
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i #5,d, forall flowk €K (10) Finally, STEP 4 is a stage to perform an algorittastaown ir
Algorithm 2 for updatingps and4¢ ¢, to carry out STEP (2)

k k
s X — x5 =-1, ) ) :
Ljitiere %t ~ Liierc X ~ (4) in Algorithm Irecursivel\.

i=s, forall flowk €K (11) Algorithm 1: Joint Routing & Scheduling Algorithm
InplIt: C’v X(G)' g, Ak: Sk, dk
Qutput: Routing, mfj scheduling, ¢,
. STEP I: Initialize scheduling ¢, < C/x(G)

i=dy forallflowk €K (12) while Iteration until the difference, Adq; ¢y is less than
The used capacity; of a linkl;; is formulated as the tot or equal to € do

sum of product of, andxi"j as shown i equation (13). So, STEP 2: Solve an routing problem to maximize total

) ) remained capacity Mazimize ming, g, (C — ¢;;)
¢;j should be less than or equal to the maximum auai STEP 3: Calculate the used capacity on each link

capacityu;;. group ucs < max, es, {¢i;}

STEP 4: Go to ¢, Update Algorithm
¢ij = Zrex lieXli < w; (13) end ¢ Up £

k_ g k —
Zj:(ji)eEcxji Z]:(L])EECij 1,

The routing pathci"j can be determined by solving an
problem which has the objective functior equation (4) Algorithm 2: ¢, Update Algorithm

under the constraints from equati@®) to (13. Then, we Input: uc,, ¢
calculatec;; of each link using the derivexi"j, and also Output: Updated ¢, Agu;s¢
determine scheduling, usingcij. STEP 1: Calculate a scheduling margin

for s + 1 to x(G) do

In the following section, we propos& nev algorithm to | Ay e do— ittty ;

distribute remaining resources e@ach linl evenly and to ahid

perform load balancing efficientlyy applyingthe previously STEP 2: Calculate max. & min. scheduling margin and
describedscheduling and routing algoritt in section 3.2 and dittareiice

3.3 recursively. Ad,  +— maz{A¢,} ;

Ags, . min{A¢s} ;

3.4 Joint Routing and Scheduling Algorithm it o JAh g " )
The goal of thgproposed algorithm is to deduce joint rout d)?ﬂf’; b s_"f’l/Z(A;;"i" T Ads, )
and scheduling schemfor load balancing y using the G b L 1/2( A, — Ay )

iterative method, in which theuting problerris solved first
and scheduling is done based on theting informatior |nputs of thep, update algorithm iAlgorithm 2 areuc, and
derived. The proposed algorithm is summarizeAlgorithm ¢ . |n STEP 1, we calculatbe scheduling margid ¢, using
1. Inputs ofthe algorithm include maximal capacC, the equation (15) for each colofhe scheduling margin can be

number of colorg (G) for scheduling, the amount flows A,  obtained by subtractingc, from the previously schedulegl.
source node of flows,, anddestination node of flowd,.

The criterione is used to stop the iteration by comparin Ads = §s — ucs (15)
with the differenced¢,r; between maimum ¢, and |n STEP 2, wecalculate the maximum of the schedul
minimum ¢;. margin A¢, . and the minimum 4¢, , and then we

In Algorithm 1, STEP 1 is a stage initialize ¢ to be a value determine thenew scheduling y applying the bisection
of total link capacity divided bshe number of thcolors in method. That is, half of the difference betwedg, and
the graph. The next stagegem STEP 2 to STEP represent Ap, . is subtracted fromp, _ and the same amount is
the process to iterate the pased algorithm untAggy is addzg tap, . . By doing so,én;txra scheduled slots on a link
less than or equal to STEP 2 is a stage to solve the rout havingAqu:;: can be moved to a lirhavingd¢, , and the

problem described in prior sectionnd STEP 3 is a stage load b effectiveldistributec. After that. using th
calculating the actuallyneeded capacitucg by using the oad can be efiective gistributec rer that, using the new
calculated scheduling,, the algorithm inAlgorithm 1 is

deduced routing inf ti dguatior(14 : . . :
educed routing information asequatior(14) repeated. If thalgorithms inAlgorithm 1 and Algorithm 2
ucs = maxlijEEC{ci,-} (14) carry out iteratively, then the optimal routing ascheduling
is finally determined for load balancin
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Figure 3. 4x8 Grid Network Topology

To analyze thedaptability of the proposed algorithm, we
the experiment to check how maitgratiors are required
until the proposed algorithm ends.drid network topology &
shown in figure 3, we set source nodevhedestination node
V34, ande = 1 for varyingd. As shown in figure 4, when tt

in section 3.2The total required number of colors is. For
simplicity of calculation, we assume that the céyaaf each
link is 1,000 slots.d this topologyindependent link groups
can be mapped as shown iablel for each color.

Table 1. Independer Link Set

proposed algorithm is performed repeatedly aboutirhBs,
Adq;rr is converged te or less. Tiereforewe can conclude
that the time of delay until the meergence at the WMN
design stage is not too large.

Difference according to the size of the lamda

T T T T T T T
—&— lamda=5

—&— lamda=10
—/— lamda=15
—w¥— lamda=16
—0— lamda=25
—=— lamda=30
—— lamda=35
—®— lamda=40
—0— lamda=45
—=&— lamda=50
—0— lamda=55
—®— lamda=60

60

50

40

30

20

S1= {la. 56 L1z, Lis 16 L1718, L2122, 12728, L3132
Sz = {1 les. liaoat Ligo1s. Ligo17. Laz21. L2g 27, a2 w31 )
83 = {lo~1. li1—3 liz—s, lis—7, lze-18. lag—20. l30-22, L3224}
Sy = {lino. lzo11, 1513, L7215, lis—26. Lao—28. Laz—30, L2a—32)
S5 = {l3-3.l6~7. lig-19, l22-23, lag—29}

Se = {l32, 176 lio—1s, L2322, lag 28}

87 = {lio-2 liz—a liaee lioos lzs—17, laz—19, Lzo—21, I31223)
Sg = {lz-10 lacaz, lo1a Is—16 liz—25, l19—27, L2120, L2331
So = {l3_4. 1728, lo_10, Liz— 14, Lm0, Laz—24, Las 26, L2930

S10 = {lsm3, lg-7, lio—o, L1a13, L2019, L2423, L2625, L3020}

S11 = {lass, Lioo11 liasts, laoo21, Lae—27, 130313

S12 = {Is54 lirot0, lisoia 212200 L7526, 1315303
S13 = {l1750, lioa1, I21oa3, Lz o)

S14 = {loo17, Lir1e, lizo21, Lisozs)

S15 = {lig~10, l20-12, L2214, Laa16)

S16 = {lio-18 lia—20, l14-22, Liss24)

Difference (max. delta pi, min. delta_pi) (slots)

10

Iteration

Figure4. Agg;sr according to iteratics of algorithms

In the next sectionye analyze and compare the performe
of the proposed algorithm wilEEE 802.11s HWMP rcting
and static scheduling. sAa performance index, the balal
index and the number of acceptable flowthe given WMNs
is used on the assumption fifed source and destinations
under given flows.

4. Performance Evaluation

For performance evaluation, wesed ope-source linear
program, Ipsolve. @ evaluate the performance of !
proposed algorithm, we configuregaid network topology
consisting of 32 nodes and 104 links as shownguaré3. In
figure 3, the capital letter such as A,®B,... means the color
of each link obtained from distance edge coloring descrit

In order to analyze théoad balancing performance of t
algorithm, we define th&I (Balancelndex) of links as the
following equation (16).

(z44)°

Bl = Tox

0<BI <1

’

(16)

Bl means the fairness index of remaining slots after all the
flows use theequired resources frototal slots of each link.
In here,4;; means the available slotslink [;; and is defined
as in equation (17). Irequation(16), L means the total
number of links.

A,:]' =C— C,:]' : Available dots at link ll.] (17)

First, to analyze the balance indfor the given number of
flows and the amant of flows,we assign the amount of flows
variably within a limit of¢,, andincrease the number of flows
by one from 1 to 4It is assumed th s, = v;4, dy = V,3 @S a
source and destinatioAlso, we assume tF the same amount
of total load apply to thaetworl, that is, the total traffic of 1
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flow is same as that of 4 flows. For example, & thaffic of
single flow is 100 slots in case of 1 flow, themttlof each
flow is 25 slots in case of 4 flows.

In figure 5, we can find that IEEE 802.11s HWMP lias
same balance index regardless of the number ofsflgiy.

This is because the shortest path, —» v, = v, 2 V453 =

V14 = Vg5 = Vy3, IS NOt changed unless traffic exceeds tr

available capacity and all the flows go along thme path. So,
even if the number of flows increases, the pattotschanged
within the statically scheduled bounds, and theeefthe
balance index is also same.

100 g o
5\3\3\03351
L

—A—HWMP K=1)
—A—LBRNS (K=1)
—v—HWMP (K=2)
—w—LBRNS (K=2)
—O0—HWMP (K=3)
—m—LBRNS (K=3)
—o—HWMP (K=4)
—e— LBRNS (K=4)

Balance Index (1)
5
T

0.90 1 1 1 1
0.0 04 0.6 0.8

Offered Load

1.0
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be used in proportion to the number of outgoingiandming
links of source and destination. When the loadelatively
small, the number of accepted flows of the legdggrithm is
about 10, but in case of the proposed algorithraiit be seen
that the number is increased up to about 50 indigu

—A— HWMP
—4— LBRNS (min) | ]

\ —w— LBRNS (max)| |

0.6
Offered load

30

Number of flows

Figure 6. Analysis of number of acceptable flows

As we said before, the legacy algorithm selectsuéimg path
having a minimum metric regardless of link load, the
selected path is not changed until the selected pamnot

Figure5. Balance Index as Load and the Number of Flowsaccept more traffic and thus load balancing is icmably

difficult. But, in the proposed algorithm, we carout an

However the proposed algorithm called LBRNS (Loa@ipdating of link scheduling and routing path in ntur

Balancing Routing and Scheduling) can use mulgjaiths in
case of multiple flows because the algorithm upsiditek
scheduling and routing iteratively for load balamgiHence,
as the number of flow increases, traffic can b&ibisted over
the whole network and the balance index also ira®# the
proposed algorithm.

When the offered load increases, the balance iddexeases
in both the legacy 802.11s and the proposed algorit
however the proposed algorithm has a smaller dsereste
than the legacy protocol. Through the analysisltesi the
balance index, we can conclude that if the propadgatithm
is applied to the initial network design, thenstgossible to
efficiently distribute the load properly in wirelesmesh
networks.

We also analyze the number of flows that can bezted
between specific source and destination. In caseedegacy
algorithm, only one best path is used regardlesiseohumber
of possible paths between the source and destmnatide, so
the number of flows that can be accepted is lowpmamed to
the proposed algorithm. Also, the number of flosthie same
in all the source-destination pairs.

In the proposed algorithm, however, the acceptedhau of
flows can be changed variably based on how maikg lare
connected to the source and destination node hir etords,
because the number of wireless links is two wherstiurce is

recursively, thus it is possible to accept morewvfioand
achieve a balanced use of each link in the wirefassh
networks. This proposed algorithm can be efficienged in
case of static source, destination, and flow padgteuch as
Smart Grid network.

5. Conclusions

In this paper, we proposed a joint link schedubing routing
algorithm for load balancing in STDMA-based wiredesesh
networks, formulated the LP problem, and lastlyiyred the
performance mathematically.

Lots of the existing algorithms for load balanchaye tried to
solve the problem of routing and scheduling sepéyaBut
we proposed a new algorithm which can achieve &ffec
load balancing using shared information betweefedint
layers. According to the proposed algorithm, thetirg path
is determined first to maximize the available cétyaaf each
link using LP problem, and then the schedulinghefselected
link on the determined path is performed basedhenlink
utilization to efficiently transmit data traffic.nese two steps
are iterated until load is fully distributed oveetnetworks.
We consider that the proposed algorithm can hefi i
scheduling and routing for load balancing at thgaihdesign
stage of STDMA-based wireless mesh networks.

v, and destination i832 in a network topo]ogy as shown in Recently, the IEEE 802.11s wireless mesh netwoskhig®n

the figure 3, the proposed algorithm can acceptfitwes
twice. If the source-destination pairiig-v,; whose node
has four connected links respectively, then theppsed
algorithm can accept the flows up to four timesisTis
because the proposed algorithm updates link scimedahd
routing iteratively for load balancing and multigdaths can

considered to be a promising backbone structur@ $mart
Grid. The type and amount of traffic over Smart dGis
generally known to have a static property and meghigh
reliability and bandwidth guarantee [17]. Therefoifewe
design a Smart Grid network using the algorithnppsed in
this paper, then the performance of each flow can
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guaranteed due to the TDMA reservation charactersstd

the load can be balanced and maximized due toothtlink
scheduling and routing scheme. In other words, aredesign
an effective Smart Grid network that is possibleetesure

reliability of flow, and also can accommodate mfloavs by

load balancing.
For future work, we will plan to study extendednjpiink

scheduling

and routing algorithms continually in

multi-interface multi-channel wireless mesh netvgorkiso
we have assumed the routing path of each flowgaiin this
paper, but will extend to the multi-path routing.
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