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Abstract:  Wireless Heterogeneous Sensor Networkm this paper, we address the problem of providingrgy-

(WHSNSs) are built up of iscellaneous ranges of node efficient

transmission and designing an efficient, reliabled ascalable
routing protocol with intermittent asymmetric linka it is a

challenging task. In this paper, we propose awgiefft power aware
routing scheme for WHSNSs, which can provide logefrstateless,
source-to-sink routing scheme without using priafoimation

about neighbor. It uses both symmetric and asyninétiks to

forward data from the source to the sink. The ssunode

broadcasts location information to all its neighbwdes. Each
neighbor node calculates a delay slot based onirtfoeemation

obtained from the source to forward its power vatué. The node
that has a minimum delay slot forwards the poweliezathan the
other nodes during contention phase and the débayissused to
suppress the selection of unsuitable low-power sadehat time.
We also prove that our protocol is loop-free assignmo failures in
greedy forwarding. By simulations we show that ouot@col

significantly outperforms the other existing pradtecin WHSNs.

Keywords: Asymmetric, Heterogeneous, Power aware routinggSymmetric

Symmetric, Wireless sensor networks.

1.

Power aware routing in Wireless Sensor Networks KMJS
has each node that forwards packets only basekeopawer
of directed neighbors. This is an attractive schégrolong
the lifetime of resource-constrained sensor netaoikhe
localized power aware routing eliminates static teou
establishment indicating the advantages of minimamory
requirement in each node and high scalability imely
distributed sensor networks. In conventional powesmre

Introduction

routing schemes, each node is assumed to have eqy

transmission range and their protocols are veryfulda
WSNs when network topology changes slowly or irevattyy
because of simple hop-node selection process. Hmwiav
many applications, nodes are dynamic where it nuyhave

the same sensing power and transmission range. T

irregularity in nodes create WHSNSs that has asymaoiatks
in between them and the conventional power awanéng
protocols suffer from at least three drawbacksstFithe

neighbor nodes can cause unacceptable communicatﬁ)

overhead and results in significant energy expanglit
Second, a suitable neighbor node may not get acehtanbe
selected as hop-node because of its heterogenitendtird,
the lifetime of the entire network becomes critichle to
significant energy expenditure.

power aware routing scheme for wireless
heterogeneous sensor networks in which each nosleaa
asymmetric link. Without prior knowledge of neighibpour
proposed protocol try to create an efficient datdhpby
delivering each packet to the sink and it workfalews:
each source node uses a location message to dstbest-
hop node. This location message leads a way talesdcthe
delay slot value in receiver node level. Receiveden
produces their reply message based on the caldutkiay
slot. Reply message contains the receiver ID anpatver. If
another neighbor node receives a reply messageeufeiaver
node, it either forwards the message again by ajppegrits
node ID or truncates the message by re-producimgva
reply message. New reply message contains the ewsiver
ID and its power. In this way, the reply messageegated by
one or more nodes will reach the source even if an
link exists in between them. The key
contributions of this paper are summarized as fialo
» We propose an efficient power aware routing schémne
wireless heterogeneous sensor networks, which ianide
stateless, energy efficient sensor-to-sink routatglow
communication overhead without using prior neighbor
information.
 We show that our proposed scheme is loop-free under
greedy forwarding mode with an assumption of zero
failures in forwarding process.
» We assess the performance of our proposed schetmeé
different scenarios: mobile sensor nodes, non-packet
!,ﬂss and random sleeping.
ne of the major issues is hot-spot which is nosatered in
this work since the main objective is identifyingast-hop
node based on individual node power in the exigeof
asymmetric links. Various researches have beemsixedy
H%ne concerning hot-spot problems in WSNs [1] ] Bo
we are generally addressing the abandoned issues.
The rest of the paper is organized as follows: i8ec2 is
about the related work which gives the detailedvesyrof
various routing strategies in both homogeneous and
er[erogeneous sensor networks. Section 3 descilEes
preliminaries and system model. The proposed pobtisc
discussed in Section 4. In Section 5, we discusaitathe
simulation analysis and the performance evaluatibrour
proposed protocol. We conclude the conclusion arndré
work in Section 6.
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2. Related Work

Data communication is a major
consumption in WSN. Thus, it is essential to degigwer-
aware routing schemes to improve energy efficientce-to-
sink communication and prolong the lifetime of thetwork.
In the past few eras, extensive research has beele i
routing protocols. In this section, we give an oi@wv of
existing routing protocols in both wireless sensetworks
and wireless heterogeneous sensor networks.

2.1 Routing Protocols in Wireless Homogeneous
Sensor Networks

Routing in homogeneous sensor networks have bgdaorexr
by many routing protocols. Among them, the maircpption
is that, all sensors have the same capabilitiegeims of
communication, energy, computation, reliability

fully localized algorithms to diminish energy congption. A
survey about position based sensor routing prosodsl
explained in [5]. Exploiting the network lifetime proposed
in [6]. Energy efficient beaconless geographic fanding [7]
is an energy efficient node-to-sink data forwardsaheme
which uses the idea of optimum relay search redmn
identify a best-hop node. MFR protocol proposedrbiagi
et al. and Kleinroclet al. [8] is the initial geographic routing
algorithm in which each node selects its forwartet has
concentrated progress. In [9], Wu and Candastetal.
proposed GPER for power-efficient routing.
Reception Rate (PRR) and transmission distance TDI$
considered based on realistic physical layer maddPRR X
DISTis taken as a decision metric in [10]. Gagnejd.gtla]
proposed quality oriented two-tier clustering scheffor

sensor networks. Heissenbutetl al. suggested a protocol

called Beaconless Routing (BLR) [12] and it uses itlea
termed Dynamic Forwarding Delay (DFD). fffer et al.
proposed an active selection method and the apprisac
called as Contention-based forwarding for mobilehad
networks [13] which uses several control messagétentify
the forwarding nodes. The implicit geographicalwfarding
(IGF) was proposed by Blum et dll4] and his idea is
integrating beaconless routing with IEEE 802.11 Miager.
However most of the geographic routing protocolsksmn
the basis of hop-count, which is not efficient grms of
power awareness.

Most of the routing protocols practice greedy famag, but
it struggles when a node cannot find a better righhan
itself. This situation grounds local minimum. To prave
from a local minimum, few protocols like GFG [1%PSR
[16] and GOAFR [17] uses planer sub-graph whencallo
minimum is encountered. Another significant aspedtVSN
is called guaranteed data delivery. The strengthveaakness
of wireless sensors in the view of guaranteed datizery is
exploited in [18]. Most of the geographic routingaithms
[19] [20] [21] use greedy forwarding as well as aeery
modes to provide guaranteed data delivery deperatinthe
network topology. However,
applications, heterogeneous sensors with diffexapabilities
are deployed. So routing protocols of WSNs may
inappropriate to WHSNSs, as it will not take advametaf the
diversity of the sensors.

source of energ

.etc
Stojmenovic and Liret al. [4] have designated three differenf

Packe

in the above mentione

i
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2.2 Routing Protocols in Wireless Heterogeneous
Sensor Networks

% the literature, few routing protocols are progasfor
WHSNs [22] [23] [24] [25] [26] where the deployedrsor
nodes are divided into powerful and less powerfue
Powerful nodes are considered as cluster headsgirowp
and less powerful nodes become data collectionecgnt

These approaches make a two-tier design of a single

protocol: The intra-cluster protocol is used inven data
centers and cluster heads. Inter-cluster protogalsed to
transfer the data from cluster head to the sinkwéi@r in
the above mentioned protocols, the capabilitiemaif/idual
sensors are not fully explored and asymmetric liafes not
fully utilized. Gagneja et al. [27] suggested arpiioved
energy efficient localized routing by selecting animum
number of hop-nodes. Deploying minimum number ghhi
nd heterogeneous sensors instead of deployingmuaxi
ow-end homogeneous sensors is concentrated in T28%
scheme provides a robust network performance.9h X2ao
Chen et al. proposed ProHet which uses symmetric and
asymmetric links in sensor networks and achievgh data
delivery rate. It explores the relationship amoeighboring
nodes whereas it is missing in [30]. However Protiets
not consider individual node power which is an imgot
issue in heterogeneity.

Designing an efficient routing protocol in the égisxce of
varying network connectivity among the sensor noidea
cthallengeable task. Most of the existing routingtpcols
assume that the network connections are homogenBatis
the aforementioned concept cannot always be trueeah
time. So designing an efficient routing under tresib of
heterogeneity is a vital requirement. This is a anaj
motivation of our work which proves that our praibds
robust in dynamic environments.

3. Network Preliminaries
3.1 Definitions of Neighbor Relationships

A WHSN can be defined mathematically by a diregjesph

G ={V, B, whereV is a set of sensor nodes dad a set of
links in the network. There are four different taaships in
the heterogeneous sensor network: (1) In-out neight2)
In-neighbor; (3) Out-neighbor; and (4) Non-neighbBor
example, let us consider two nodasand B, as shown in
Figure 1.A., ifA — B andB — A thenA and B are in-out
neighbor to each other even thoulyis having radius; and

B is having radius,. On the other hand as shown in Figure
1.D., neitherA— B nor B — A are non-neighbors to each
other. Figure 1(b) shows the relationship of aneighbor of
B from A and an out-neighbor @& from B. As per Figure
1(c),Bis an in-neighbor ofA andA is an out-neighbor d.

3.2 Energy Model

The first order radio model [31] is widely used &aluating
energy consumption in homogeneous sensor netwbvks.
Hsed the modified first order radio model to eviduthe
energy consumption of our work. We assume thathstaale
available in between the different sensor nddeestrict
e radio communication. As per first order radiodel, the
total energy spent for transmitting 1-bit datahe sum of
energy spent by a transmitter node and the recende. The
required energy for transmitting 1-bit data ovestainced is
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Eransmi(d) = X1t x,d, wherexy, is the total energy spent by location message from node nodev forwards its reply
the transmitter node, is the amplification process done atmessage with an assigned delay 8igf,..,. Delay slot of an
source end andt is the propagation loss exponent. In théndividual node can be calculated by using Pytheagor

receiver side, the required energy for receivingjitldata is

Theorem. Let us assume the location of source aceiver

Ereceivdd) = X12, Wherexy, is the energy spent by the receivemodes asx, y;) and &, y») respectively in the 2D plane. The

node. Therefore, the total energy consumed by fekitavel
from the transmitter to receiver over distadde

_ k _ k
Etotal(d) = Xaat+ Xod “+ X125 + X0 5,

1)
WhereXl = X171+ Xq0.

In this work, we considered the energy consumptidn
intermittent nodes along with the parameters sjgetin first
order radio model. Because of its heterogenic pattew
intermittent nodes may require data transmissi@mfithe
source node to hop-node. Hence, Equation (1) can
modified as follows.

Etotal(d) = Etransmi(d)"'Ereceiv&d)*'Eintermitten(d) (2)

Eintermitten{d) 1S the total energy spent by the number o

intermittent nodes. Let us denof&emiten(d) = X132 and
elaborate Equation (2) as follows.

Eota(d) = X1 + Xo0 K+ Xg3.

©)

N
- N
/ \'\
\ )
4

Figure 1. Four different relationships among the nodes in
Wireless Heterogeneous Sensor Networks

3.3 Network Model

In this work, we have assumed that no two nodes kmn
placed at the same location. Also it is assumetl ¢kary
node has heterogeneous radio transmission ranges,

f3...l,andr, # r,. Each node has knowledge its own locatiofr V€Nt 2
as well as the location of the sink from the timé o
Unit Disk Graph (UDG)

deployment. In this model,
communication method is used to analyze the pedoom of
the proposed scheme. As per UDG, any two nagesdu,
can transfer a packet to each other onlyuijti| < r;Nro,
where (I;u,| is the Euclidean distance betwegmndus,.

4. The Proposed Protocol

The proposed protocol works in two stages: (1) c®ur
broadcast stage and (2) analyzing reply messagegs.sin
source broadcast stage, the source node broatlvastsurce
ID and its location informationx{, y;). The node which
receives a broadcast message, it calculates trey cdt
based on equation (4). For any node= R, instead of
forwarding the reply message immediately after ixdiog a

(4)

0. =
fslot(rl)

delay slotig; can be calculated as follows.
1 *
= 1
5slor— H:(Xz—xl)z +(y2_ y1)2:| OOJ
The delay computed by equation (4) guarantees tiat,
nodes can have the same delay slot based on tine@tssn
in the network model. Let us consider the locatiérsource
nodes, receiverlr;and receiver2,as (10.45, 11.82), (16.82,
b£.93) and (13.28, 15.37) respectively. The catedlalelay
slot ofryis
> 1 > *100
(682-1045° + (1493-1182)
=14 seconds and delay slotrgfis
Jslot(r2= > 1 2 *100
@328-1045° + (1537-1182)
=22 seconds. It is known that delay slot of any tames
cannot be the same becausdg ¥ |sry|. This method controls
collision of reply messages, which can be one efrfajor
causes of energy expenditure in WSN. After theydslat,
the receiver node forwards the reply message wtociains
source ID, receiver ID and its power. Meanwhileatifother
receiver node receives the reply message producadcbde
before its delay slot, it checks whether the resgipower
value is greater than its own power or not. Iigreater, the
receiver appends the node ID as an intermittentatal
forwards it towards the next source. Otherwise,réeived
reply is truncated immediately by the new node thinginode
sets its own node ID and power value instead obttigeply
message. This updated reply message is again fibedar
towards the source. In this way, each receiver naitler
forwards the reply message or re-produces the rmale D
and power value. The entire work is explained goathm 1.

Algorithm 1: Source Broadcast Stage

Event 1 : Source Nod&broadcasts a location message
with Source Node ID.
:Nodes §y, A, As...A} receives a location
message & calculates its delay slgtusing
equation (4).
2.1 :If calculated value of NodA; = dqithen
2.1.1: wait until dq; €XpIres.
2.1.2:Forward reply with Receiver Node ID and Power

value A,) towardsS.

2.1.3:end if
Event 3 :If Neighbor NodeA, receives reply4;) then
3.1 :If (Power value A;) > Power valueAy)) then
3.1.1:Append Intermittent Node ID and Forward the
same reply.
3.1.2:end if
3.2 else

3.2.1:Truncate Receiver Node ID and Power val@g (
3.2.2:Update and Forward New Receiver Node ID and
New Power valueA() towardsS.
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3.3 :endelse
3.4 endif
Event 4 :If reply reaches Source No@then
4.1 :do Queue [Reply];
4.2 rend if.

In WHSNs, if a reply message that is originatedmfro

receiver noded; is appended with one or more intermitten

ID, then it is known that, sourcgis an in-neighbor to node
A; whereA; is an out-neighbor to sour& Hence, a direct

reply transmission from; to Sis not possible. Our proposed

scheme eliminates this difficulty by selecting fesermittent
nodes to establish a data-path betwégnto S. Due to
heterogeneity among the nodes, few intermittentenoalre
essential to complete the sensor-to-sink data comuation
process. On the other hand, if a reply message Apis not
appended by any intermittent nodes, thnis an in-out

neighbor to sourc&. In this scenario, direct communication

between source node and receiver node is possildemple
sensor-to-sensor data transmission based on oyoged
scheme is shown Figure 2.
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Intermittent
B

Source u

Intermittent
A

Figure 3. Multiple data-path communication models between
nodev andu

Table 1.Sample value recorded from a source after
broadcasting a location message (Algorithm 1)

S ID Recei
m //CT\ (10?5u8r,ci4.21) elcglver Power Appended Node(s)
o )
/ R 0\ A (A_018) A 026 84.93 A 026—A_020
‘ B og ] ) ® (A_018) A 021 53.91 | A 021—A 082—A 089
\ ® o % Ny / (A_018) A 072 96.74 A 072-A 09
w . _ (A_018) A 028 48.46 A 028-A 071
(A_018) A 039 83.92 | A 039—A 010—A 048
/@ /m (A 018) | A 028(1) | 48.46(1) A 028
Q\ e\ S (A _018) A 072(1) | 96.74(1) A 072-A 082
< O,/ﬁ Q ] @ < i d‘@ > *O Table 2. Sample value recorded from a source after filtgrin
0 5/ B (Before applying Algorithm 2)
w ol Source ID | Receiver Power Appended Node(s)
= (1058,14.21) 1D PP
Figure 2. Sensor-to-sensor communication model based (A_018) A 026 | 84.93 A _026—A_020
the proposed protocol (A_018) A 021 | 53.91] A 021—A 082—-A 089
Stage two starts after successful reception ofyrepssages (2—812) AA_%7228 958'7;16 A—O7A2_g‘2—g 2
from several receiver nodes. The source node hagléxt (A_018) — : =
one of the receiver nodes as best-hop and shoulasuithe (A_018) A_039 | 83.92] A 033-A 010-A 048

data. In this analysis stage, some filtering meshade
employed. If the same receiver ID is appended [ffgréint
intermittent ID, then hop count metric scheme igdugo
select one data-path where hop-count should be
minimum. In worst case, if hop-count metric is alse same,
then choose any one of the data-paths randomlgoime
cases, few receiver ID may be recorded directly thny
receiver node if. in-out neighbor) and also by some
intermittent nodesi.€. in neighbor). In this case, the filtering
method gives priority to in-out neighbor relatioipshrhis is
shown in figure 3. Even though multiple data-pathist in
betweenv andu, direct communication is always preferre
for selection and other data-paths are eliminatddme
sample value recorded at source node is shownbie th
The filtering process is executed in table 2.

After the filtering process, the source node usesnternal
sorting algorithm to find the best-hop node. Sgrtibgorithm
is explained in algorithm 2. These steps will beeated until

tttee message reaches the sink.

Algorithm 2. Sorting at Source Node

1.Input: A Queue list ‘L’ contains {{Receiver ID, /*
Optional */Intermittent ID}+Power}

2. Pre-condition: An unsorted queue list ‘L’

3.Loop Invariant: Identify MAX={{Receiver
Optional */Intermittent ID}+Power}

ID, /*

d4.Assume:i, j, n, MIN: float variables.

5. Calculate n = Number of elements in Queue list ‘L’
6. for(j=0;j <n; j++) {

7. MIN=j;

8. for(i=j+1, i<n;i++) {
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9. if(Queue]i] < Queue[MIN]) {

10. MIN=i}}

11. If(MIN!=j)

12. { swap(Queue[j], Queue[MIN]}

13. Select:Best-hop = Queue[n]

14. Post-condition: A list ‘L’ contains sorted {{Power},
Receiver ID,/* Optional */Intermittent 1D}

15. End algorithm.

The sorted values are shown in table 3. As perveak,
A _072 is selected as the best-hop and the intermitiode
as A 09. It is necessary to take an intermitterdenbere;
otherwise source node cannot reach best-hop.

Table 3. Source data after executing an algorithm 2

Source ID Receiver
(10.58,14.21 D Power Appended Node(s)
)

(A_018) A 028 | 48.46 A 028
(A _018) A 021 | 53.91| A 021—A 082—A 089
(A_018) A 039 | 83.92 | A 039—A 010—A 048
(A _018) A 026 | 84.93 A 026—A 020
(A_018) A 072 | 96.74 A 072-A 09

5. Simulation and Analysis of the Proposed
Protocol

In this section, we analyze our proposed protoeskl on
the simplified MAC considering zero packet losgoze
greedy failure and non-uniform node deploymentriit disk
graph model.

5.1 Definition of Progress and Advance

Progressand advance[32] are used to distinguish different
routing schemes in WSN. Suppose that data is fakedhr
from source nodeu to hop-nodev towards the sinks.
Progress is denoted &ogresgu,v) and is defined as the
distance of nodar and v on the straight line that passe
through nodeu and sink s. Advance is denoted by
Advancéu,\), which is the difference betweerg|andVq.

(5)
(6)

We use energy consumption on progress ratio andnagv
ratio to measure the energy consumption of our gseg
protocol. Let #progres{U,V) and gagvancdl,V) be the energy
consumption on progress ratio and the energy copisoim
on advance ratio for forwarding 1-bit data from eaxto v,
respectively. These are defined as,

Progress(u,v)=|uv|cos(uvs)
Advance(u,v)=|us|-|vs|

Etransmit(v~ o+ Ereceive vo p+ E intermitteqit v )t

nProgress(u,v)= Progresg u ¥

_ X X uvf

=1 2~ +intermitten{ u~
|uv|cosvs) ( v

(7)
Etransmitv - o+ Ereceive v y+ E intermitteat v )
Advancé y ¥y

nAdvance(u,v)=

_ X+ X |uvf

+intermitten{ v
|us|-|vs]| ( Y

(8)
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5.2

As shown in figure 4, let us denote the shortestadice
between source and sinks as (i. If a hop-node €R,, then

Ivd < pg because no nodes are located at the same lacation
Therefore Advancéu,v)=Jug - g > 0 means that each node
is gets some positive advance. Lkt EWZD%DEMD—» be

Guaranteed Data Delivery from Source — to Sink

the routing path to reach packets framto u,. For any
intermediate nodeu, advance can be calculated as
Advancéu,, uy)=Ju.s - ks < 0, which means that, cannot
forward its packet tou, meaning that guaranteed data
delivery holds.

\:\g\\‘\‘o

Figure 4. lllustration of loop-free forwarding in the propake
protocol

5.3 Extension to Lossy Sensor Networks

Packets may be lost due to many reasons such kool
data error or reduction of signal strength in theeiver end.
To analyze the behavior of data lopacket reception rate
(PRR is used to measure the quality of unreliable
communication linksPRRcan be defined as the ratio of the
measure of successful transmissions fomo v to the total
measure of transmissions fromto v. Let PRRu,)be the
packet reception rate for the communication lirkriru—v.
The expected success rate of successful packeniission

is [PRRuM]™ . If a packet is lost before reaching the
receiver antenna, the same amount of energy igdiss by

Sthe receiver. Therefore, the relay process of Idaia from

u—V can be modeled as,

Etransmi{ v— Q+ Ereceie v )&+ Eintermitténtv )

E(total(u - V) = PRRU

(9)

As per energy consumption over advance ratio wihch
denoted byjagvancdU,V), the above equation can be remodeled
as,

Etransmit(v < 4 + Ereceive v p+ E intermitteqt v
PRRu y* Advande,u)v
(10)

L

E(7 Advance(u,v))=

Etransmittv - y + E receive vo p+ E intermitteqt v )L(ll)

= PRR(u Y™ Advancé u ¥y

As per Equation (11), energy consumption over adeaatio
is highly reliable in lossy sensor networks. To Kothe
reality, we adopt this motivation in the simulatiohrandom
walk and random sleep analysis.
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5.4  Simulation Settings analysis, beaconless greedy forwarding mode is tddnas
As per radio frequency communication law, we havEBGR-1 and beaconless recovery mode is denoteB@&RE

designed a WHSN package based on NS2 [&8]our 2. The principal MAC protoco_l is IEEE 802.11, anukt
simulation, 500 independent sensor nodes are rdydorﬂ“t“ne of the MAC prOtOCO! is defined as folloprr
deployed in 500am x 1500m area. Each sensor node ca roHe_t, the handshake function between source apdish
have different transmission ranges varying frorm16 25m. estaphshed by a beacon frame. Our_ proposed p""m
The sink is placed at the center of the test beel hale used Iocat|(_)n broadcast/re_ply handshaking for selegtmgd
three different scenarios to evaluate the perfoomasf the reducing packeF collisions. The beagon messaget itns20
proposed work. The data transmission rate of néglasthe PYtes The location message length isdfiesand the reply

range of 25(kbpsand is disseminated in ISM band. The sink'€SSag€ Iength s Z?tes The length of RTS messa%e in
is assumed to have an infinite power supply. Aylsirsource EBGR is 25 ytesan CTS message is 2ytes For the
node can generate one packet per second. Packeis 3D parameter settings in our proposeql protocol, tHaydslot
bytes and the overall simulation setup time is @hutes (9sio) s CQICUI?ﬂed by_usmg_ Equation .(4?' For the gper
We use the modified first order radio model to catep model Wz'cg IS hdescnbed_m the preliminary, thee_rgy
energy consumption. The parameter values used eén thonSUmed Dy the transmitter source on transmitting
simulations are presented in table 4. receiving 1-bit data (i.ex;; andxy,) is set to 5MJ/bit, the
transmitting amplifier X,) is set to 10pJ/bit/nf, and the

Table 4. Simulation settings propagation loss exponen) (s set to 2. The energy spent by
Network Area 5000n x 1500m the intermittent nodeg,3 is 1 nJ/bit In each simulation, 20
Total Number of Sensor Noded 500 nodes are selected as source no@llae simulation does not
Data Rate at MAC layer 25Mps complete until the sink_accepts all data packetegeed in
Topology Configuration Randomized _the network, and the simulation results are anage=iof 50
Overall Simulation Time 5@ninutes independent runs.
Transmission Range 10mto 25m 5.5 Performance Analysis of Proposed Protocol

under Varying Active Nodes

« Varying Active Nodes Scenario:Here we introduced a In this simulation, sensor node is able to send r&oéive
method that each sensor node is either in active Biessages only if the node is in active mgdeWe first
inactive mode. The probability of active mode and@nalyze the delivery ratio of the above mentionestgzols.
inactive mode isp and 1p respectively. The major As can be seen from Figure 5(a), the delivery rafimur
consideration here is every sensor node cannottdeea Proposed protocol is better than ProHet and EBGRd. 2.
throughout the simulation. ProHet struggles to make its two-way communicatimydel

- Random Walk Scenaria Every sensor node takes a nevfP1 P) because of low number of active nodes at thealnit
location in a Euclidean plane according to Randoaikw level. When the number of active nodes is increases
Mobility Model. A sensor can select its own newation delivery ratios of both the protocols are incregsWhen the
by choosing its speed and direction from the rangdumber of active nodes is greater than 60%, bottopols
[minimum speed: 0, maximum speed]. Every node are getting almost same delivery ratio. EBGR-1 shéaw
movement continues for an interval time of 10 sdson delivery ratio at initial and better performancetta end. It
New speed and direction can be recorded at theoendshows that, EBGR is completely relying on the numtie
each interval time. active nodes in its optimum relay region. Anyhow&®-2

« Random Sleep Wake up Scenario A Random tends to reduce forwarder node selection time byesting a
Independent Sleeping (RIS) [34] scheme proposeid in Node to become a hop-node. This hop-node may nat be
hired in our work to extend the overall networlefine. Pest-hop always. So as far as low active nodesranitnum
This RIS scheme splits the entire simulation timeo i turnaround time, EBGR-2 is working better than EBGRn
Caeepintervals. At the beginning of each interval, eacl¢ontrast, our proposed protocol collects individuaide
node works actively with probability valye and sleeps Power value from various neighbor nodes using dédator.

with a probability 1 —p. This sleep and wake up cycle islt ensures minimum level of collision at the souteeel. So
decided byp. source node easily identifies its best-hop and dote the

. . data. The average packet delivery ratio of EBGEBGR-
For performance analysis, in addition to our pregbs 2, ProHet and our proposed protocol is 86.49, 8991998
protocol, we have implemented two more routing @cots and 92.72 in terms of percentage.

used in .WHSN: ProHet and EBGR.-I.Dr(.)Het is.‘ a tWO'WaP_'atency of the proposed protocol is analyzed imgeiof
commumcanon_mpdel based probabilistic routingt@col  <.-5nds and shown in Figure 5(b). Comparative aisaly
which uses periodic beacon messages to forwardfidataa  ¢p,\\s that, our proposed protocol and ProHet gives

source node to sink. It handles asymmetric links éxist in -~ i0ics latency than EBGR-1 and 2. The major redson

the h_eter_ogeneogs network.by finding a reverse_.pat@BGR_l does not get sufficient hop-nodes inside the
Flooding is a major problem in ProHet caused byiopit optimum relay region. EBGR-2 selects some unqedlifi

beacon messages. EBGR IS a beaconlgss en_erglyerﬂfflcnodes as its best-hop, but connectivity problerseardue to
protocol which uses an optimum rela}y region to fitscbest- heterogeneous hop-nodes. So EBGR-1 and EBGR-2sshow
hop. EBGR protocoll uses location information toresent | ovimum and more over same latency in this analis
its optimum relay region. If no forward nodes avaikable in proposed protocol and ProHet shows more delay at th

a sources optimum relay region, then this protasses a beginning, but later it reduced because of avadladiitive
time stamp called ., to enter into recovery mode. In our
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hop-nodes. The average latency of EBGR-1, EBGR-Bses their energy at the initial time. So the aildifetime of

ProHet and our proposed protocol is 37.77, 37.7628and

37.59 in terms of seconds.
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Lifetime analysis is shown in Figure 5 (c). Here wae
varying the total number of active nodes from A@&®. Due
to heterogenic nodes in a Euclidean plane, EBGRé 2

EBGR-1 and 2 is low than ProHet and our proposed
protocol. ProHet forwards the same copy of datawo
receivers. Beacon messages are also becoming ar majo
energy conserving factor. Thus ProHet utilizes mamergy
than our proposed protocol.

5.6 Performance analysis of proposed protocol
under random walk

In this simulation, we set the dynamic network togy by
setting random walk in the euclidean plane. Theupaters
of the Random Walk Mobility Model are set as follow
minspeedis set to 0.0meter/secondand maxspeeds 5.0
meter/secondo provide different levels of mobility. Figure
6(a) shows the packet delivery ratio which is thenof the
total number of packets received against total rermif
packets propagated. When the node movement grénater
70% i.e. approximately 3.50neter/secondall the protocols
are showing low packet delivery ratio. EBGR-1 i®w8ing
better delivery ratio against EBGR-2, because EBGR-
chooses a best-hop in its relay region. Our prapgsetocol
and ProHet shows closely related data deliveryaimdom
node movement. At high node movement speed, beatdn
location messages are outdated quickly. This iectfd in
delivery ratio and latency analysis (Figure 6 (b)).
Total lifetime of a network is analyzed in Figurdd. The
RTS/ICTS frames of EBGR-1 and EBGR-2 is becoming
useless at high node movement speed. So EBGR ptotoc
spends more power to establish some reliable rodieis
makes minimum lifetime at the end. Periodic beatames
in ProHet consumes more power than our proposeidqob
It uses beacon-flood to identify a probabilistictlop node.
If the node movement is greater than r@Bter/secondthe
collected neighborhood information becomes outdaldu
reason is that most of the beacon messages areg@ved
by some of the suitable forwarder nodes. So estabknt of
data-path becomes more critical in ProHet. Bettetirhe is
obtained from our proposed protocol in random walk
scenario. Our protocol only uses a single-hop conication
instead of two receivers in ProHet. Our approads umicast
forward scheme instead of multicast in ProHet.if&tihe of
our protocol is better than ProHet.
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Figure 6(a). Delivery ratio analysis of proposed protocol
under random walk
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5.7 Performance of proposed protocol under
random sleep

Random Sleep and Wake up (RIS) is integrated ierotal
measure the performance of simulated protocolgq(TAsS
per this scenario, ProHet broadcasts a beacon geessdy
when it shifts betweesleepandactive state. For EBGR and
our proposed protocol, each node broadcasts the/ RTS /
location messages when it works inaative state. Neighbor
node will be active in the selection process ifrégmaining
active time is large enough to complete forwardinglata
packet.
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Figure 7 (a) shows the delivery ratio of all thenth@ned
protocols. When the sleeping probability is lesntb0% the
proposed protocol performs well, because most ®fitdes
work in an active state. At higher sleeping probghiEBGR
and ProHet shows higher packet loss rate. If thdeno
sleeping probability is more than 60%, the late(feigure 7
(b)) and surprisingly lifetime (Figure 7 (c)) of #te protocol
increases rapidly. It doesn't mean that latencydirectly
propositional to network lifetime.
probability is inversely proportional to the actigtate of
nodes. Whenever more nodes are in sleeping stB@REL
uses very minimal energy. The reason is most dbitsarder
nodes are in sleeping state. So conservation aofggne
EBGR-1 is lower than other protocols. ProHet stteggnore

Because sleeping
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in provisional loops, because of its two-hop reeeiv
identification process. At the end, our protocabwh better
lifetime in random sleep because of the followirgggon.
Individual delay based response system employeduin
proposed system provides limited responses frortaldei
active hop-nodes. This system makes consumptiolovef
power than all the other protocols.
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6. Conclusion and Future Work [11]
Power aware routing is a hot research aspect in $/BNhis
work, we concentrate on the problem of asymmeitnislin
WHSNs and propose a novel power aware geographieZ]
routing which makes an efficient power aware raytio
provide energy efficient, loop-free, stateless eetis-sink
routing in highly unstable asymmetric scenarios.eTh[ 1
performance of the proposed protocol is evaluatadeu
different cases. Simulation results show that oretqeol
outperforms well in all the three scenarios andsoomes less
power than the other protocols based on the cefliect[14]
neighborhood information in highly dynamic scenario
Congestion control is mainly achieved in this hegeneous
architecture by delay slot based reply scheme, twidca
major contribution in this work. But if we look cer, we can
understand that all the neighbor nodes that takeipahe
contention process waste their energy becauselayf tbased
individual reply. Our future work is that, if some
improvement is adopted in this reply system, thevould be
much more efficient.
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